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Abstract—Distributed File Systems are file systems that allow access to files from multiple hosts via a computer network, making it 

possible for multiple users on multiple machines to share files and storage resources. These are the key building blocks for cloud 

computing applications based on the Map Reduce programming paradigm. In a cloud computing environment, failure is the norm, and 

chunk servers may be upgraded, replaced, and added in the system. In addition, files can also be dynamically created, deleted and 

appended. And that lead to load imbalance in a distributed file system. It means that file chunks are not distributed equitably between 

the nodes. Emerging distributed file systems in production systems strongly depend on a central node for chunk reallocation. However, 

this centralized approach can provoke a bottleneck for those central nodes as they become unable to manage a large number of file 

accesses. Consequently, dealing with the load imbalance problem with the central nodes complicate more the situation as it increases 

their heavy loads. A fully distributed load rebalancing algorithm is presented here to cope with the load imbalance problem. 

Additionally, aspires to reduce network traffic or movement cost caused by rebalancing the loads of nodes as much as possible to 

maximize the network bandwidth available to normal applications. Moreover, as failure is the norm, nodes are newly added to sustain 

the overall system performance resulting in the heterogeneity of nodes. Exploiting capable nodes to improve the system performance is 

thus demanded. For the security purpose the partitioned file chunks are stored in an encrypted format and also the main server can 

view the details of who download which file at which time. 

IndexTerms—Distributed File System (DFS),Map Reduce programming paradigm, Cloud. 

I. INTRODUCTION 

Cloud computing is the delivery of computing services over the internet.The cloudcomputing model allows access to information 

and computer resources from anywherethat a network connection is available.It provides a shared pool of resources,including data 

storage space, networks, computer processing power, andspecialized corporate and user applications. Key enabling technologies 

for cloudsinclude the MapReduce programming paradigm , distributed file systems, virtualization,and so forth. These techniques 

emphasize scalability, so clouds can belarge in scale, and comprising entities can arbitrarily fail and join while maintainingsystem 

reliability. 

In the cloud storage era, the distributed file system concept extended to cloud storage.With cloud storage, it is possible to unify 

multiple file servers from multiplesites into one single namespace.It makes easier to distribute documents to multipleclients and 

provide a centralized storage system so that client machines are notusing their resources to store files.In a distributed file system, 

the load of a nodeis typically proportional to the number of file chunks the node possesses. Becausethe files in a cloud can be 

arbitrarily created, deleted, and appended, and nodescan be upgraded, replaced and added in the file system, the file chunks are 

not distributedas uniformly as possible among the nodes.Load balancing is essential forefficient operations in distributed 

environments. It means distributing the amountof work to do between different servers in order to get more work done in thesame 

amount of time and clients get served faster. In a load balanced cloud, theresources can be well used while maximizing the 

performance of MapReducebasedapplications. 
Objective is to allocate the chunks of files as uniformly as possible among the nodes such that no node manages an excessive 

number of chunks. Additionally, aim to reduce network traffic (or movement cost) caused by rebalancing the loads of nodes as 

much as possible to maximize the network bandwidth available to normal applications. And also central server makes able to see 

the details of file download by the clients.Moreover, as failure is the norm, nodes are newly addedto sustain the overall system 

performance, resulting in the heterogeneity of nodes.Exploiting capable nodes to improve the system performance is, thus, 

demanded. 

Network File System, Frangipani etc are examples for existing DFSs.Network FileSystem is a popular file system for the 

networked computers by which sharingfiles between machines on a network as if the files were located on the clientslocal hard 

drive. Frangipani is another one that manages a collection of disks onmultiple machines as a single shared pool of storage. In 

these system requires acommon administrator and depends on a single name node to manage almost alloperations of every data 

block in the file system. As a result, it can be a bottleneckresource and a single point of failure. The proposed system mainly 

avoidsthis dependence on central nodes by partitioning the files in the central node intodifferent chunks of fixed size and loads 

these into the available chunk servers asuniformly as possible. Also make sure that no any node manages excess numberof file 

chunks. 

II. ARCHITECHURE 

Emerging distributed file systems in production systems strongly depend on a central node for chunk reallocation. This 

dependence is clearly inadequate in a large-scale, failure-prone environment because the central load balancer is put under 

considerable workload that is linearly scaled with the system size, and may thus become the performance bottleneck and the 

single point of failure. Proposed system presenting a fully distributed load rebalancing algorithm to cope with the load imbalance 

problem. Additionally, aims to reduce network traffic or movement cost caused by rebalancing the loads of nodes as much as 

possible to maximize the network bandwidth available to normal applications. 

mailto:syamili.das@gmail.com
mailto:nakulraj45@gmail.com


File Chunks Balancing For DFSs by Load Rebalancing Algorithm 

IJEDR1401060 International Journal of Engineering Development and Research (www.ijedr.org) 349 
 

The storage nodes in the proposed system are structured as a network based on distributed hash tables. Distributed hash tables are 

a building block used to locate key-based objects over millions of hosts on the internet. Each node maintaining a 

DHT.Discovering a file chunk can simply refer to rapid key lookup in DHTs, given that a unique handle (or identifier) is assigned 

to each file chunk. To make the loads of each storage node as uniform as possible, each file which are kept in the central server is 

splitted into several parts/chunks of fixed- size. The load of each chunk server is proportional to the number of chunks hosted by 

the server. Whenever a particular chunk server fails which result in the lost of it’s corresponding file chunks. At that time ,the 

central server get the notification about the port number of the corresponding failed chunk server ,then perform the rebalancing of 

the loads of remaining chunk servers and again upload the lost file uniformly to the remaining available chunk servers. 

 

 
Fig1: Architecture 

 

The main advantages of the proposed system are: The load of each virtual server is stable over the timescale when load balancing 

is performed; Reduce the network traffic, The load rebalancing algorithm exhibits a fast convergence rate. 

The load rebalancing problem in distributed file systems specialized for largescale,dynamic and data-intensive clouds. Such a 

large-scale cloud has hundreds or thousands of nodes .Load balancing of these storage nodes are performed by performing the 

functions which are mentioned in the following modules. Thereare four completely different modules for the successful 

implementationof theproposed system. 

 

A).CHUNK CREATION 

A file is partitioned into a number of chunks allocated in distinct nodes so thatMap Reduce tasks can be performed in parallel 

over the nodes. The load of anode is typically proportional to the number of file chunks the node possesses.Because the files in a 

cloud can be arbitrarily created, deleted, and appended, andnodes can be upgraded, replaced and added in the file system, the file 

chunksare not distributed as uniformly as possible among the nodes.The objective is toallocate the chunks of files as uniformly as 

possible among the nodes such thatno node manages an excessive number of chunks.Each file will be divided by thetotal number 

of available chunk servers. 

 
Fig 2: Chunk Allocation 

 

B).DHT FORMULATION 
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The storage nodes are structured as a network based on distributed hash tables(DHTs), e.g., discovering a file chunk can simply 

refer to rapid key lookup inDHTs, given that a unique handle (or identifier) is assigned to each file chunk.DHTs enable nodes to 

self-organize and repair while constantly offering lookupfunctionality in node dynamism, simplifying the system provision and 

management.The chunk servers in this proposal are organized as a DHT network. 

 
Fig 3: DHT Formulation 

 

C).LOAD BALANCING 

In the proposed algorithm, each chunk server node I first estimate whether it isunder loaded (light) or overloaded (heavy) without 

global knowledge. A node islight if the number of chunks it hosts is smaller than the threshold. Load statuses ofa sample of 

randomly selected nodes. Specifically, each node contacts a numberof randomly selected nodes in the system and builds a vector 

denoted by V. Avector consists of entries, and each entry contains the ID, network address andload status of a randomly selected 

node. Before loading a file chunk into a chunkserver it compares it’s memory capacity to avoid load imbalance. If it exceeds then 

load the file chunk to the next appropriate chunk server. 

 
Fig 4:Load Balancing 

 

D). REPLICA MANAGEMENT 

In distributed file systems, a constant number of replicas for each file chunk aremaintained in distinct nodes to improve file 

availability with respect to node failuresand departures. Current load balancing algorithm does not treat replicas distinctly. 

It is unlikely that two or more replicas are placed in an identical nodebecause of the random nature of the proposed load 

rebalancing algorithm. Morespecifically, each under loaded node samples a number of nodes, each selectedwith a probability of 

1/n, to share their loads (where n is the total number of storagenodes). 

 
Fig 5: Replica Management 

III. CONCLUSION 

A load-balancing algorithm to make the load of storage nodes in the large-scale, dynamic, and distributed file systems in clouds 

as uniform as possible. Load balancingis performed by partitioning the files in the central sever into differentchunks of fixed size 

and loading these into the chunk servers. Also ensure that noany node manages excess number of file chunks. However, in a 

cloud computingenvironment, files can also be dynamically created, deleted, and appended. Theproposed system eliminates the 

dependence on central nodes. The storage nodesare structured as a network based on distributed hash tables. DHTs enable nodes 
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to self-organize and repair while constantly offering lookup functionality in nodedynamism, simplifying the system provision and 

management. For the securitypurpose the partitioned file chunks are stored in an encrypted format and also themain server can 

view the details of who download which file at which time. 
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