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Abstract – This paper describes the comparison between Principal Component Analysis (PCA) and Wavelet Transform 

image fusion technique. Many different image fusion techniques have been developed but more efficient and robust 

methods are needed. In remote sensing applications, the increasing availability of space borne sensors gives a motivation 

for different image fusion algorithms. Several situations in image processing require high spatial and high spectral 

resolution in a single image. Most of the available equipment is not capable of providing such data convincingly. Image 

fusion techniques allow the integration of different information sources. The fused image can have complementary spatial 

and spectral resolution characteristics. However, the standard image fusion techniques can distort the spectral 

information of the multispectral data while merging.  
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I. INTRODUCTION 

The term fusion means in general an approach to extraction of information acquired in several domains. The goal of image 

fusion (IF) is to integrate complementary multisensor, multitemporal and/or multiview information into one new image 

containing information the quality of which cannot be achieved otherwise. The term quality, its meaning and measurement 

depend on the particular application. 

In computer vision, Multisensor Image fusion is the process of combining relevant information from two or more images into 

a single image.
[1]

 The resulting image will be more informative than any of the input images.
[2] 

In satellite imaging, two types of 

images are available. The panchromatic image acquired by satellites is transmitted with the maximum resolution available and the 

multispectral data are transmitted with coarser resolution. This will usually be two or four times lower. At the receiver station, the 

panchromatic image is merged with the multispectral data to convey more information. 

II. PRINCIPAL COMPONENT ANALYSIS 

 Principal of Component Analysis 

PCA is an unsupervised dimension reduction technique in which we seek an orthonormal basis function W = (w1,w2, . . . ,wd) 

with d <<MN, such that each individual image can be adequately represented as a linear combination of this basis. This requires 

that the error obtained when the input vector a is reconstructed from its low dimensional representation a  is minimal. We 

achieve this goal as follows. Given a training set of K input vectors ak, k ∈ {1,2, . . .,K}, we seek directions which have the largest 

variances in the MN dimensional input space. The sub-space is reduced to a low dimension d by discarding those directions along 

which training vectors have a small variance. 

Principal component analysis (PCA)
 [3]

 seeks an orthonormal basis function W = (w1,w2, . . . ,wd) with d << MN, such that 

each individual image can be adequately represented as a linear combination of this basis. Thus in face recognition, we seek the 

orthonormal vectors wd which best account for the distribution of face images within the entire image space. These vectors define 

a sub-space of face images which we call “face space”. Each of the vectors is of length MN, describes an M×N image and is a 

linear combination of the original face images. Because these vectors are the eigenvectors of the covariance matrix corresponding 

to the original face images, and because, after rearranging back into a rectangular image they are face-like in appearance, they are 

often referred to as “eigenfaces”. 

The orthonormal vectors wi, i ∈ {1,2, . . . ,d}, are found using a set of training images as follows: Let Ak,k ∈{1,2, . . . ,K}, 

define a training set of face images each of size M×N. We suppose the images Ak are all spatially aligned and radiometrically 

calibrated
[4]

. We rearrange the pixels in Ak into a column vector ak, where 

ak = (ak(1)ak(2) . . .ak(MN))
T
 . 

Then, the orthonormal vectors wi, i ∈ {1,2, . . .}, are defined as the eigenvectors of the covariance matrix C, where 

1
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and 

Cwi = i wi     

Since the column vectors ak are of length MN, then C is a MN×MN matrix. In practice MN is so huge that eigenvector 

decomposition is computationally impossible. An alternative way to calculate the eigenvectors is as follows. Let 

X = ((a1 -  ), (a2 -  ), . . . , (aK -  )) 

If vi is the ith eigenvector of the matrix X
T
X: 

X
T
X vi = 

i vi 

then pre-multiplying both sides of the equation with X, we obtain 

X X
T
X vi = CD vi = 

i  X vi 

This means that if vi is an eigenvector of the K ×K matrix X
T
X, then wi = Xvi is an eigenvector of the MN ×MN covariance matrix 

C = XX
T
. This is known as the Turk-Pentland algorithm. 

 

PCA Fusion 

Most of the information in the input images Ak,k ∈ {1,2, . . . ,K}, is present in the first eigenvector w1. The first eigenvector w1 

(also known as the first principal component image) may therefore be regarded as the optimal fusion of the Ak into a single image. 

In general the fused image will be of less quality than any of the originals because we are only selecting the highest eigenvalue 

and therefore some of the structural patterns in the original images are lost. In order for PCA to be used effectively there needs to 

be a strong correlation between the original image data and the fused image data. An important PCA fusion technique is PCA 

pan-sharpening. Pan-sharpening is concerned with fusing a panchromatic image with a high spatial resolution with a multi-

spectral image with a low spatial resolution. 

In the traditional PCA pan-sharpening algorithm, we replace the first principal component image with the panchromatic 

image. The reason for this choice of component is that, by definition, the first principal component has the largest variance and 

therefore contains the most information. Before the first principal component is replaced by the panchromatic image, the 

panchromatic image is histogram matched to the first principal component image. The remaining principal components 

(eigenvectors) are considered to have band-specific information and are left unaltered. The inverse PCA is performed on the 

modified PAN image and the principal components to obtain a high-resolution pan-sharpened image. 

An improved PCA pan-sharpened image may be obtained by optimally choosing which principal component to replace. We 

replace the principal component which has the highest correlation with the panchromatic image. 

 

        
             Fig. 1 Ground truth color image                                               Fig. 2 (a) (b) Color images to be fused                                 

III. WAVELET TRANSFORM 

In multi-resolution analysis (MRA) we decompose an input image I into sequence of images Il , l ∈{1,2, . . . ,L}, each of which 

captures the information present in I at a given scale and orientation. Graphically, we may picture the Il arranged in a pyramid 

(Fig. 3). At the bottom of the pyramid is the image I0 which is identical to the input image I. At each successive level l the image 

Il is recursively constructed by low pass filtering and sub-sampling the image Il-1. Given the approximation images Il we create a 

sequence of detail images by interpolation of the approximation image Il and subtraction of the outcome from its predecessor Il-1. 

By choosing appropriate low-pass filters we are able to select the change in resolution between the images Il. In this thesis we 

shall assume dyadic MRA in which Il has double the resolution of Il+1. 

Formally we define MRA as the mapping 

1 2( , ,..., , ) ( )L Ly y y I MRA I  
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Fig 3 pyramid representation of the multi-resolution analysis of an input image 

 

Fig. 3 Shows the pyramid representation of the multi-resolution analysis of an input image I. At the base of the pyramid is the 

M ×N input image I. As we move up the pyramid, successive approximation images have an increasing coarser spatial resolution. 

At the l
th

 level, the approximation image measures M/2
l
 ×N/2

l
 . 

where yl is the detail image at level l and IL is the approximation at the coarsest resolution level L. The input image I may be 

recovered by applying the inverse MRA transformation:  

                                                              
1

1 2( , ,..., , )L LI MRA y y y I
                                      

 

 

Discrete Wavelet Transform 
A special case of MRA is the discrete wavelet transform (DWT) decomposition in which the filters are specially designed so 

that successive layers of the pyramid only include details which are not already available at the preceding levels. The DWT uses a 

cascade of special low-pass and high-pass filters and a sub-sampling operation. 

We consider the decomposition of a one-dimensional signal x. The process of applying the DWT to x can be represented as a 

bank of filters, as in Fig. 4. At each level of decomposition, the signal xl is split into a high-frequency component yl+1 and low-

frequency component xl+1. The low-frequency component xl+1 is then further decomposed until the desired resolution is reached. 

Mathematically, the DWT decomposition of a one-dimensional signal xl at level l is: 

1

1

( ),

( ),

l l

l l

y x H

x x L





 

 
 

 
Fig. 4 a two-level one-dimensional discrete wavelet transform 

 

Fig. 4 shows a two-level one-dimensional discrete wavelet transform. Input is a one –dimensional signal I. L and H denote, 

respectively, the low and high pass filters. ↓ denotes the operation of down-sampling by a factor of two. yl and Il are, respectively, 

the detail and approximate signals at the l
th

 decomposition level. 

where ↓ (xl ⊗H) and ↓ (xl ⊗L) denote, respectively, the convolution of xl with the high-pass and low-pass filters H and L 

followed by sub-sampling the result by a factor of two. 

The above procedure can be easily extended to a two-dimensional image as follows: Given a M×N input image I we generate 

two(M/2)×N images, IL and IH, by separately filtering and down-sampling the rows in I using a low-pass filter L and a high-pass 

filter H. We repeat the process by filtering and down-sampling the columns in IL and IH using the filters L and H. The output is 

four (M/2)×(N/2) images ILL, ILH, IHL and IHH, where ILL is a low-frequency approximation of I, and ILH, IHL and IHH are high-

frequency detail images which represent horizontal (H), vertical (V) and diagonal (D) structures in I (Fig. 5). 
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Fig 5 M×N input image I 

 

Fig. 5 Shows a M×N input image I decomposed into three (M/2)×(N/2) detail images ILH, IHL and IHH and one (M/2)×(N/2) 

approximation image ILL. The image ILL is further decomposed into three (M/4)×(N/4) detail images 
LHI  ,

HLI  and 
HHI  and one  

(M/4)×(N/4) approximation image LLI  . 

 

Wavelet Fusion 

The basic idea of wavelet fusion is as follows: Given a set of input images I
(k)

 we decompose them into L detail images 
( ) ( ) ( )

1 2, ,...,k k k

Ly y y and a single residual (approximation) image 
( )k

LI : 

(1) (2) ( ) ( )

2( , ,..., , ) ( )k k

k L Ly y y I UDWT I  

Then at each decomposition level l we construct a composite detail image ly  by fusing the detail images 
( )k

ly ,k ∈ {1,2, . . . ,K}. 

At the coarsest resolution L we also construct a composite residual (approximation) image LI . In mathematical terms, 

    
(a)       (b)                                                                  ( 

     
 (d)                                                          (e) 

Fig. 6 (a) Shows an input image I. (b) and (d) Show the first and second approximation images I1 and I2. (c) and (e) Show the 

corresponding first and second detail images y1 and y2. 
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where fl and g are appropriate fusion operators. 

Given the composite detail images ly  , l ∈ {1,2, . . . ,L}, and the composite residual (approximation) image LI , we obtain the 

fused image I by applying the inverse UDWT transformation to 1 2( , ,..., , )LLy y y I : 

1

1 2( , ,..., , )LLI UDWT y y y I  

This scheme was used to fuse together an electro-optical image and an infrared image with the same spatial resolution. 

IV. CONCLUSION 

This paper has attempted to evaluate the performance of different image fusion techniques and algorithms, including Wavelet 

Transform and Principal of Component Analysis (PCA). Although selection of fusion algorithm is problem dependent but this 

review results that spatial domain provide high spatial resolution. But spatial domain have image blurring problem. The Wavelet 

transforms is the very good technique for the image fusion provide a high quality spectral content. But a good fused image have 

both quality so the combination of DWT & spatial domain fusion method (like PCA) fusion algorithm improves the performance 

as compared to use of individual DWT and PCA algorithm. Finally this review concludes that a image fusion algorithm based on 

combination of DWT and PCA with morphological processing will improve the image fusion quality and may be the future trend 

of research regarding image fusion. 
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