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Abstract - Wireless Sensor Networks has been a popular area of research in recent times and finds several applications in 

various industries. Along with its usefulness, it is inherited with several challenges which need to be addressed for efficient 

application in real time. One of the major concerns among them is energy optimization. Several researchers have 

approached this problem by using clustering techniques like divide and conquer, LEACH etc. This paper proposes a novel 

energy aware algorithm using a Co-evolution based Particle Swarm Optimization (C-PSO) technique. In our approach we 

have used two nested swarms, the outer swarm for cluster formation after each round, while the inner swarm is for 

selection of cluster head. A cost function based on distance, energy and number of re-transmissions has been proposed. 

Further, to solve the problem of energy exhaustion of nearby clusters, a criterion for relay node placement is proposed. 

Results show that the proposed scheme performs better than the existing ones in terms of total energy. 
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I. INTRODUCTION 

Wireless Sensor Network (WSN) is a set of sensor nodes which are deployed in a large area mainly for civil and military 

applications [1]. These sensor nodes are generally resource limited in terms of energy, computational ability and storage capacity. 

Due to the hazardous environments in which they are deployed, the batteries of these nodes are irreplaceable. Therefore, one of the 

main challenges of these wireless sensor networks is sensors low energy and this limits the sensors lifetime in the network [2].  

So, wireless sensor networks optimization problems are formulated by optimization in node deployment, energy aware 

clustering, and data aggregation. Clustering in WSNs divides the network into number of clusters and a node is assigned the cluster 

head (CH) in each cluster. Nodes in the cluster send their data to the CH which forwards the data to base station (BS), instead of 

sending their own data directly to the BS [3]. The clusters can be formed by either homogenous nodes or heterogeneous ones. 

Clustering in WSNs can be categorized into: Dynamic clustering or Static clustering.   

Traditional analytical optimization algorithms require enormous computational efforts, which also require a lot of power for the 

computations and grows exponentially as the size of the networks increases. Instead of using traditional analytical methods, a bio-

inspired technique is much computational efficient. A multidimensional optimization technique, particle swarm optimization (PSO) 

[4,8], which gives high quality of solutions, easy to implement, has high speed of convergence and is computationally efficient.  

II.  LITERATURE STUDY 

Clustering in WSNs can be divided into static and dynamic clustering. In static clustering the boundaries of the clusters are 

fixed and nodal deployment in the network is relatively easy while in dynamic clustering, a node or a sensor belong to one cluster 

at a particular time can be in different cluster at different time.  

In literature many clustering algorithms have been proposed, out of which LEACH [5] is the most popular one.  In Low Energy 

Adaptive Clustering Hierarchy (LEACH) the CH is chosen randomly and then the role is assigned to other nodes to maintain the 

energy balance in the node. Due to which many a times two CHs of different clusters are chosen which are in close vicinity to each 

other. Also due to the probabilistic nature of CH selection, a sensor node which is located far from the BS at the edge of the cluster 

is chosen as CH, and consumes more energy to transfer data to the BS. Similar to this a centralized CH selection algorithm, 

LEACH-C have been proposed [6] in which each node in the network send its residual energy and location information to the BS 

and then the BS decides which node has energy lower than threshold and finds the cluster using simulated annealing technique. 

Few bio-inspired techniques were also proposed in the literature. Particle swarm optimization is a multidimensional 

optimization technique which models the social behavior of a flock of birds [4]. Suppose in search of global solution a swarm of s 

particles explores n-dimensional hyperspace, where n represents the number of optimal parameters. Each particle is evaluated 

through an objective 

function f(x1, x2, · · · , xn), where f : Rn → R. PSO thrives to minimize the cost function.The position of each insect represents a 

candidate solution, which is updated as the swarm of birds in a multi-dimensional search space. The movement of each insect is 

governed by the efficacy of their own previous position and that of the neighbours [9,10]. Each insect can be described by two 

parameters- position (xi) and velocity (vi), which is updated by the following rule: 
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The position of the particle where its cost is minimum is stored in pbestid . To find the best position of a particle gbesti , the 

equations are updated after each iteration until the best solution for gbest is obtained or t reached to its maximum value. The above 

equation can be modified to use in WSN.  

For better search, acceleration vectors c1 and c2 should be kept small, which however decreases the convergence rate and has to 

be selectively chosen varying from application to application [11,12].  For a problem having large numbers of local extrema, the 

values of c1 and c2 should be kept low, so as to increase the chance of finding the global extrema at the cost of convergence time 

and vice-versa. Similarly, the inertial weight w is adjusted, depending on the amount of influence desired in a particle’s previous 

position on its current movement. This optimization algorithm is finally said to converge, when each particle reaches the global best 

or the preset extremum value of the cost function. 

This technique is deployed in WSN so that the desired coverage, energy efficiency and connectivity can be achieved with less 

number of nodes [7]. The solutions using PSO in WSN node deployment are computed centrally using the BS. 

III. PROBLEM FORMULATION 

The problem of clustering has been dealt in this paper and a novel technique is proposed based on co-evolutionary PSO and 

relay nodes placement. The problem of energy optimization in WSN needs to be converted into an optimization problem and a 

framework needs to be built for the whole algorithm to be developed. A mathematical model needs to be developed for the co-

evolution based PSO to optimize the mathematical function given by: 

maximize  𝑥𝑖(𝑡) = ∑ 𝛼 ∗ 𝑅𝑒𝑖 +  𝛽 ∗ 𝐷2 + 𝑁𝑡𝑖 

subject to the constraint: 

xi≥0, ei≥0 

where 𝛼, 𝛽are constants and 𝑁𝑡𝑖 is the number of retransmissions. 

Clustering needs to be done after each round and once clustering is done, the problem of cluster head selection needs to be 

solved. Also, the energy of the clusters starts decreasing as rounds progress. The energy of the clusters nearby to the base stations 

starts  diminishing at a pace greater than the clusters which are farther from the base station as they are involved in multi-hopping 

from outer clusters. Thus, if the energy of these clusters fall below a certain threshold, this can cause route breakage. This needs to 

be solved using relay nodes placement.   

IV. PROPOSED METHODOLOGY 

An improved PSO technique is proposed which uses the co-evolutionary technique for Clustering and CH selection. Firstly, the 

nodes are initialized and clusters are formed using divide and conquer approach. After the first round of data transmission from 

nodes to cluster head (CH) and CH to BS, there is a need of re-clustering. For that firstly, each cluster started capturing its 

neighboring cluster nodes and calculate the fitness factor for the cluster which is given by the formula 

Fitness Factor (FF) = ∑( 𝛼. 𝐵𝑝 +  𝛽. 𝐷2)/ ∑ 𝑁 

Where α and β are constants, Bp is the residual energy of each node, D is distance of nodes from Base station and N is the 

number of nodes in the cluster. This fitness factor is used as the weight or cost function to calculate the fitness level of the cluster 

for retransmission of data. 

Inside each cluster, each and every node share the information related to its position and residual energy to every other node and 

the optimal value for the position and energy is given by the formula: 

𝑒𝑖(𝑡 + 𝑑𝑡) = 𝑤 ∗ 𝑒𝑖 +  𝑐1 ∗ 𝑟1 ∗   (𝑝𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑥𝑖(𝑡)) + 𝑐2 ∗ 𝑟2 ∗  (𝑔𝑏𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡))                 (1) 

𝑥𝑖(𝑡 + 𝑑𝑡) =  𝑥𝑖(𝑡) + 𝑒𝑖(𝑡)𝑑𝑡                        (2) 

Here,  pbesti  is the best position obtained by ith particle and gbest is the best position obtained by any particle till current iteration. 

c1, c2 are known as constants whereas r1, r2 are two random vectors uniformly distributed between ‘0’ and ‘1’ and w denotes 

inertial weight. 

From the equation given above the optimal energy e and the location x is calculated after ith iteration and the cluster is formed. 

Co-evolutionary algorithm is used for the improvement of PSO. According to this algorithm, another PSO used for CH selection 

co-evolutes inside the PSO used for clustering algorithm. The PSO used for CH selection is given by the formula:  

𝑠𝑖(𝑡) = ∑ 𝛼 ∗ 𝑅𝑒𝑖 +  𝛽 ∗ 𝐷2 + 𝑁𝑡𝑖                   (3) 
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Fig 1: Proposed algorithm of C-PSO based  clustering in WSN 

Here, Re is the residual energy of each node in the cluster, D is the distance of each node from BS (helps in finding the location 

with respect to BS) and Nt is the number of retransmissions of each node. Once the clusters and CH is fixed using the improved 

PSO, energy and location of each cluster is verified using fitness factor (FF). The conditions are given by: if FF is greater than 

threshold then cluster is ready for next round of data transmission and if the condition fails then location of CH is verified using 

condition CH(location) is greater than threshold then retransmission of data continues and if it is less than threshold then relay node 

is placed in that cluster and re-clustering by capturing the neighboring nodes and calculation of FF continues. Complete algorithm 

of C-PSO based clustering in WSN is depicted in Figure 1.  

 

 
Fig 2: Initial node display without C-PSO 
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Fig 3: Node display in intermediate state after application of C-PSO 

V. RESULTS AND DISCUSSION 

Our proposed methodology have been implemented and simulated for finding the optimal clustering and energy optimization. 

All simulations have been done in Network Simulator-2.35, on Linux Ubuntu platform and simulated for various results. Figure 4 

shows the plot of energy of the inner nodes using our proposed scheme versus the earlier technique of static clustering. It is clearly 

observed that our proposed scheme outperforms the earlier existing scheme in terms of residual energy.  

 
Fig 4: Energy of Inner Cluster 

 

Similarly, figure 5 and figure 6 represents the energy plot of middle and outer clusters versus the earlier technique. It is 

observed that the our proposed scheme performs well as expected.  

 

 
Fig 5: Energy of Middle Cluster 
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VI. CONCLUSION 

Clustering problem in Wireless Sensors Networks have been solved using a novel co-evolution based Particle Swarm 

Optimization. Two swarms are acting in nested condition, first for the clustering problem while the second for the selection of 

cluster head. Further, to solve the problem of energy exhaustion of nodes nearby to the base station, relay nodes are proposed and a 

condition for the same is proposed. Results show significant improvement over the earlier method. In future, the algorithm would 

be studied for mobility of nodes and other evolutionary algorithm and machine learning techniques would be explored to solve the 

problem. 

 

    
                Fig 6: Energy of Outer Cluster                                 Fig 7: Overall Energy 
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