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Abstract - Virtualization has become the new buzz in any industry, especially with the increased acceptance of storage 

networks. Virtualization has the main advantages such as secure logging and terra architecture which enhances overall 

performance of the server and effectively reduces the cost. Although virtualization is not a new paradigm, the way in 

which it is used in modern system architectures provides a powerful platform for system building. Para-Virtualized 

system is a category under the virtualization which modifies the guest operating system to execute operations directly on 

the hypervisor so that no performance loss is observed during the emulation of the complete hardware. Since the Para-

Virtualization is a technology that was initiated by an open-source community, security concerns with this technology are 

of prime concern. Therefore, understanding the threats faced by this technology and providing adequate mitigations 

against these threats is essential. This paper addresses the growing security concerns associated in a Para-virtualized 

environment. Some of the most common threats are Denial of Resource Attack, Sniffing Attack, and Authentication and 

Authorization issues. This paper provides the readers an insight to modeling threats, analyzing threat parameters, 

deriving risk equations, and validating the results in Para-virtualized environment. 
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I. INTRODUCTION  

In today’s s environment of IT organizations, threats and worms against data and infrastructure continuously evolving. This paper 

represents an insight to modeling threats and analysing threat parameters for securing data in para virtual environment. With the 

current trend of outsourcing data, cloud computing, and distributed interconnected networks, which results in increases exposure 

of organization and its computation system at risk. One solution cannot alone provide all the security to data. Moreover threats are 

being advanced and sophisticated in nature. It is very difficult to predict the nature of future threats and make a relation with risk 

parameters. So it is required to understand different aspects of threats as soon as possible before they harm enterprise or 

individual beyond repair. 

II. VIRTUALIZATION 

Virtualization broadly describes the separation of a resource or request for a service from the underlying physical delivery of that 

service. 

A key benefit of virtualization is the ability to run multiple operating systems on a single physical system and share the un-

derlying hardware resources known as partitioning. This software-based partitioning approach is implemented through hypervisor 

architectures. which is describe in figure 1. A hypervisor architecture is the first layer of software installed on a clean x86-based 

system also referred to as a bare metal approach [1]. Since it has direct access to the hardware resources, a hypervisor is more 

efficient than hosted architectures, enabling greater scalability, robustness and performance. 

II.I HYPERVISOR 

The hypervisor is a piece of software written to separate and make the resources of the physical machine available to the logical 

machine. Traditionally, hypervisors were referred to as ”Virtual Machine Monitors” or VMM (Cleeff, Pieters & Wieringa, 2009). 

Typically, there are two types of hypervisors (Figure1): baremetal hypervisors and hosted ones [4].Virtualization can be broadly 

classified into 2 types: Full Virtualization and Para-Virtualization. 
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Figure 1: Logical architecture of bare-metal and hosted hypervisor [1] 

II.I.1 FULL VIRTUALIZATION 

The hypervisor provides a full simulation of the underlying hardware. Therefore, the guest operating system is unaware of the 

virtual environment around it. All applications that are compatible with the operating system would run as though they are the 

raw hardware of the physical machine[14]. The major advantage of this type of virtualization is that it provides complete isolation 

between the hypervisor and the guest Virtual Machine. 

 

II.I.2 PARA VIRTUALIZATION 

A virtual machine created with a para-virtualized hypervisor uses the techniques of resource sharing, where the kernel is modified 

to represent the required device of the physical machine to the VM [4]. The hypervisor in para-virtualization operates within the 

operating system that is modified to work in a virtual machine. The device drivers in para-virtualization are installed parallel to 

the hypervisor, so the virtual machine can directly talk to the physical resources, implementing resource sharing (VMware, 2007). 

III. PROTECTION RINGS 

Protection rings architecture is a formal mechanism to segregate the trusted operating system from the untrusted user programs 

[3]. These rings allow various levels of isolation and abstraction of privilege within the architecture of a computer system. Ring-0 

is the most privileged ring that interacts directly with the physical hardware resources [14]. These restrictions are set on the outer 

rings to protect data and functionality from faults, misuse of resource, and malicious behavior. 

 

 
Figure 2: Protection rings in x86 CPU architecture[4] 

Ring-0 is the kernel mode and Ring-3 is the user mode. The kernel mode is where the code is executed without any restriction 

access to the underlying hardware resources. Any CPU instruction can be executed and any memory address can be referenced in 

this mode.In the user mode, the code is executed with no ability to directly access the underlying hardware resources or reference 

any memory address. 

In a virtualized environment the hypervisor is said to run in the kernel mode, because, it is the responsibility of the hypervisor 

to assign the hardware resources and allocate memory address to the guest VMs. Henceforth, the kernel of the guest VMs runs in 

a less privileged ring than Ring-0. Therefore, the kernel of the guest VMs has less privilege to access resources or reference 

memory address without the consent of the hypervisor [2]. 

IV. RISK EQUATIONS 

To mitigate any possible attacks, it is important to understand the risks involved while implementing a new technology so that 

adequate security measures can be taken effectively. Hence, it is also necessary to formulate these risks, to properly plan out 

the security implementations on the network. Mathematically risk equation can be written as [5][10]. 

 

Risk = Threat * Vulnerability * Impact 

 

Threats for Para-Virtualized Environments can be classified into three main categories: 
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1. Authentication Level Attack  

2. Hypervisor Level Attack  

3. Kernel and Disk level Attack  

 

IV.I Authentication Level Attack 

This is the most basic form of attack. This attack is carried out in order to gain control of the Virtual Machine [13]. The 

attacker tries to break into the VM by compromising the security features incorporated in VM. The different authentication 

methods are: 

1. Encrypted Password 

2. Active Directory 

3. Secure Login 

Thus the risk equation for an authentication can be written as: 

 
Where, P(AU)=Probability of authentication level attack, P(F)=Probability of attack due to failure in authentication, 

P(i)=Probability of attack due to internal user, P(e)=Probability of attack due to external user, x=Number of users trying to attack 

the network.Total risk equation of an authentication level attack can be expressed as, 

 

 
Where, Di = Estimated value of damage on impact, Uj = Estimated value of users affected by attack and Ei = Estimated 

Exploitability value, Rj = Estimated Reproducibility value. 

 

The impact for such an attack is low since the number of users affected is few in number. The damage caused by a simple 

attack is restricted to that particular VM and hence the impact is very low as compared to higher level of attacks. These levels 

of attacks become effective when it is combined with a higher level of attack. The risk equation for this attack can be derived 

as the product of probability of an authentication level attack, vulnerability caused due to the threat, and the impact of the 

attack 

 

IV.II Hypervisor Level Attack 

The hypervisor is merely an operating system designed with the purpose of abstracting hardware from one or more Virtual 

Machines running above it. The hypervisors use hypercalls to communicate between VMs and the host OS. Under hypervisor 

level attacks, the attacker can either be a malicious user on the guest Virtual Machine (VM) or a malicious user who has gained 

access to the host VM through a sniffing attack or man-in-the-middle attack [6]. 

These hypercalls can be modified on either end of the VM to initiate and terminate connections. Unlike an authentication level 

attack, hypervisor level attacks cause a much more severe impact on the network. 

In case of hypervisor level attacks, the attacker tries to modify the existing code or exploit the defects in the existing code used to 

communicate between VMs and gain control over the communication. Therefore, the attacker can get more resources from the 

host VM than the allocated amount of resources. Thus the vulnerability to such an attack is lesser than that of the authentication 

level attacks since the attacker first has to gain control over the VM to perform any modifications. This type arises a potential 

threat for the virtualized environment. Thus hypervisor level attack can be represented as, 

 

 
Where, P(HU) = Probability of successful hypervisor level attack, P(C) = Probability of successful attack on the communication 

channel of the hypervisor, P(H,G)=Probability of attack being carried out on either host VM or guest VM or both, x= Number of 

users successful in trying to attack the communication channel of the hypervisor. 

 

Risk equation for a hypervisor level attack can be derived 

 

Risk=(P(H)*V(H)*I(H)) 

 

Which can be expressed as: 

 

 
This type of attack has a higher impact since the number of users affected will be higher. When there is a modification of source 
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code involved, then the damage to the asset increases. This is because, it requires more time to identify the fault and debug the 

fault to eliminate the threat. 

 

IV.III kernel level attacks 

By compromising the security of the entire network the attacker gains access to the host VM, through which kernel level attack 

can be carried. Severity of kernel level attack is much higher and thus proper measures have to be taken to mitigate such attacks. 

In this level of attack, attacker gains control of the host VM by either performing an authentication level attack or a combination 

of authentication level attack and a hypervisor level attack on the host VM [14]. 

Once the attacker gains access to the host VM, rootkits are installed on the kernel of the host VM. The rootkits record values of 

all the data, such as data communication parameters, of VM’s, buffer levels, registry values, and relay the data acquired to the 

attacker. The rootkits are similar to worms or viruses which are short programs that work in the background away from the 

administrator’s domain. 

The attacker, with this knowledge, can launch an attack from the remote machine and thus affect the entire communication 

channel of the environment. These attacks are much harder to identify since the rootkits act at the root-level or kernel level. 

In the driver level of the attack, the attacker uses the information obtained by the help of rootkits to identify the location of arrays. 

During the data transfer between the VM’s and the driver, the attacker can intercept and modify the existing data. However, the 

vulnerability of such an attack is much less in value since this attack can be carried only from the host operating system 

environment. Thus, the probability of a kernel and disk level attack can be written as, 

 

  

 
Where, P(KU) = Probability of attack on the host VM kernel and disk array attached to machine, P(R)=Probability of successful 

installation of rootkits on the host VM kernel, P(D)=Probability of attack on the disk array during data transference and data 

storage. 

 

Risk equation for a Kernel level attack can be derived as, 

 

Risk = [P(KU) * V(KU) * I(KU)] 

 

 
These types of attacks are very slow in nature and thus require a lot of time to detect. This type of attack has a higher impact since 

the number of users getting affected will most times be 100%. Such type of attacks cannot be eliminated completely, however, 

only measures can be taken to reduce the probability of such attacks occurring. 

V. SIMULATION RESULTS 

The risk equations can be validated theoretically using a simulation tool such as MATLAB. The MATLAB code was written to 

understand the behaviour of the attack by considering a normally distributed random value set. These random values can be 

seeded as per the user and network requirements with an upper limit and a lower limit thus providing a complete range of all 

possible values. 

 

V.I Analysis of Authentication Level Attack 

The authentication level attack mainly considers the type of attack and point of attack. As mentioned earlier the risk equation 

considers the probability of the attack, vulnerability to the threat, and the impact of such an attack on the physical machine. The 

total risk equation for the authentication level attack is expressed earlier in equation 2. 

The simulation for this type of attack is considered by assigning a random variable list for all the three types of probabilities. The 

probability of an authentication level attack involves the parameters of failure of authentication method, probability of attack due 

to an internal user and probability of attack due to an external user. 

 

V.I.1 Risk of an Authentication Level Attack 

The risk is generally calculated as the product of threat, vulnerability and impact of an attack. All the three components are 

measured individually by considering the parameters that affect them and the corresponding values of these parameters are 

substituted in the equation to obtain the total risk value. Figure 3 shows the risk equation due to authentication level attack. The 

probability of risk is considered by increasing the value of number of users linearly. The risk of an authentication level attack 

being carried out is comparatively on the higher side due to the fact that the machine has a vulnerability value for these forms of 

attack. Although they are more prone to these forms of attacks, the impact of this attack would be much less and thus would not 

be a major factor during the risk assessment process. However, it is necessary to assess the risk of such attacks because of the fact 

that these forms of attack can be used to launch more impactful attacks, such as the hypervisor level attack. 
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Figure 3: Risk due to an Authentication Level Attack 

 

V.II Analysis of Hypervisor Level Attack 

The hypervisor level attack can be defined as an attack made to gain control over the hypervisor in a virtual environment. Once, 

the attacker gains control, attacks such as spoofing and denial of resources can be carried out and degrade the performance of the 

Virtual Machine. Therefore, it is necessary to understand and assess the risk involved in such attacks. Results has been taken by 

considering the number of attack attempts made on the x-axis to its corresponding value on the y-axis. 

 

V.II.1 Risk of a Hypervisor Level Attack 

The Figure 4 depicts the average risk assessed for a hypervisor level attack. The average risk level of a hypervisor level attack is 

around 25%. The impact of such an attack is much higher and thus could lead to a major security flaw if overlooked. 

 
Figure 4: Risk due to a Hypervisor Level Attack 

V.III Analysis of Kernel and Disk Level Attack 

The kernel level attacks are carried out basically on the kernel of the host operating systems from the host Virtual Machine. The 

attacker gains control of the host Virtual Machine and installs a small program which gains information from the host machine 

kernel and relays that information to the remote attacker. The users on the host machine are unaware of this program that runs on 

the kernel, and with this information that is relayed, the attacker launches the attacks from the outside along with that, the attacker 

will also be able to identify the locations of the disks on the network and would be able to access them, thereby enabling the 

attacker to modify or destroy data. 

 

V.III.1 Risk due to Kernel and Disk Level Attack 

The probability of risk is relatively less as compared to other forms due to the fact that this attack is not very simple to carry out. 

The success rate of carrying out such an attack is much less and requires a very long time to carry out such an attack. However, 

once an attack is successful it is very hard to find out the source of the attack and it has a very great impact on the virtual 

environment. Figure 5 shows the graph for the probability of risk due to a kernel and disk level attack. 

 
Figure 5: Risk due to a Kernel and Disk Level Attack 

VI. CONCLUSION AND FUTURE WORK 

This paper provides a basic structure of risk assessment of assets in a para virtualized environment. The risk assessment 

methodology has been studied for analysing and to developed risk equation in each level. The basic threats in this level has been 

studied to analyze the performance aspects such as vulnerability and impact. The results obtained clearly show that, the impact of 

a kernel and disk level attack is relatively higher than any forms of attack in a Virtual Machine. Thus, based on this inference the 

security aspects can be planned to avoid any possible threat to a para virtual environment. 
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This work can be extended to other form of virtualization in future. Before implementing a security feature within a network, 

most important aspect is to understand the risk associated with any form of threat. This paper is intended as an introduction to the 

security concerns, considerations, and implications arising from use of virtualized systems. 
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