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Abstract - As we know that the most life threaten disease which is prevalent in most of the developing as well as in 

developed countries is nothing but the Diabetes. The data classification can be applied on the dataset of the diabetic 

patients which can be developed by collecting enormous amount of data from the hospital repository having 1086 

instances along with different attributes. Urine tests and blood tests are two categories of tests which are the instances in 

the given dataset. In the following paper we discuss and compare various classification algorithms of data mining that 

have been utilized for diabetic disease prediction. In order to do the classification of diseases such as cancer and diabetes 

many of data mining techniques used by the world health organization one of the technique is the classification only. As 

data mining is the computer assisted process of digging into and then analyses the large extent sets of data and then 

extracting the meaningful data. Data mining tools predicts behaviors, future trends and allows making of proactive 

decisions by businesses. 
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________________________________________________________________________________________________________ 

I. WEKA TOOL 

 In order to learn, analyse and compare the data mining tasks there is a collection of machine learning algorithms called as a 
Weka tool. This machine learning algorithm can be used as methods and called in Java codes. Also they can be applied to a 
dataset. 

       

 Figure 1- visualizes the interface of WEKA Data mining tool 

 In order to classify, to pre-process data, to cluster and apply association rules and regression algorithm Weka tool is used. In 
order to develop new machine learning schemes Weka is very convenient and well-suited tool. 

It has four applications: 

(1) Explorer: The explorer is an interface which has several panels such as to classify, preprocess, associate; select attribute, 
cluster and visualize it. But here in this interface mainly focusing on classification panel. 

(2) Experimenter: Applying different algorithms on given dataset and results into systematic comparison between them, this is 
the facility provided by Experimenter interface. Here is algorithm is get executed by ten times and then the accuracy is finalized.  

(3) Knowledge Flow: Explorer interface has an alternative interface which is nothing but the knowledge flow. Here in this 
interface user selects different components of Weka from the tool bar and connects according to the final layout of the running 
algorithms. 

 (4) Simple CLI: Here CLI meant for command line interface. Operating system is provided by the set of instructions in order 
to perform operations by the users through a command line interface. As we compare this interface to other three it is the less 
popular one. 
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Figure 2- WEKA Explorer 

II. CLASSIFICATION ALGORITHM 

There is a data mining technique which is used to predict data instances group membership called as Classifications. One of 

the forms of data analysis, classification extracts models describing important data classes. Such models are called as classifiers; 

predict categorical (discrete, unordered) class labels. This analysis helps us to understand large set of data. There are many more 

classification algorithms and methods in pattern recognition, machine learning and statistics which are proposed by researcher. 

 

1. Working of classification: 

 

There are two steps of the data classification procedure which includes 

a) Building the Classifier or Model 

b) Using Classifier for Classification 

 

1.1 Building the Classifier or Model 

 This is called as learning phase or the learning step. 

 In this step the classifier is built by the classification algorithms. 

 Associated class labels of the database and their tuples are used to make the training set which is used to build the 

classifier. 

 As the training set consist of the tuples, where each tuple is referred to as a class or category. These tuples can also be 

named as object, sample or data points. 

 

1.2 Using Classifier for Classification 

This is the step where classifier is used to do the classification. The correctness and accuracy of classification rules were 

estimated by the test data. The correctness and accuracy of classification rules is considered acceptable then those rules can be 

applied to the new data tuple. 
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Figure 3- Classification Hierarchy 

2. Implementation In Different Interface’s 

 

2.1 Explorer Interface 

It first pre-processes the data and then filters the data. Users can then load the data file in CSV (Comma Separated Value) format 

and then analyse the classification accuracy result by selecting the following algorithms using 10 cross validation: Naïve Bayes, 

J48, SMO, REP Tree, and Random Tree. 

 

Figure 4 shows the interface of explorer when The output obtained by scoring of NaïveBayes, J48, SMO, REPTree , Random 

Tree algorithm accuracy of is given on the basis of time, accuracy, error and ROC. 

 

 
 

Figure 4- Screenshot view of Explorer Interface Accuracy 

2.2 Experimenter Interface 

Here we analyse patient data using Experimenter Interface by experimenting through algorithms such as Naïve Bayes, REP 

Tree, J48 and Random Tree in order to classify the data using train and test sets. In Figure 5 we run four different algorithms on 

Diabetes datasets and analyse algorithms accuracy.  

(a) Naïve Bayes 

It is the fastest algorithm or method which works on the probability of the given attributes present in the data sample individually 

and also classifies the tuple correctly.  
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(b) J48 Tree 

Based on different attributes of dataset we decide the target value using J48 tree algorithm in order to predict the accuracy of the 

algorithm. 

 (c) REP Tree 

In order to analyse accuracy applied on the given i.e Diabetes dataset we use Weka classifier tree algorithm.  

(d) Random Tree 

Random classifier tree algorithm is used in order to analyse the classification algorithm applied on the given dataset. Figure 5 

gives analysis of all four algorithms experiment test, where each algorithm is run and executed 10 times and then the accuracy is 

reported. Here worse accuracy prediction is given by "*" and best accuracy prediction by". This means the prediction of the best 

and worse scoring accuracy is done between all four different algorithms listed below respectively: 

 Naïve Bayes 

 J48 Tree 

 SMO 

 REP Tree 

 Random Tree 

 

 
 

Figure 5- Screenshot view of Experimenter Algorithm Accuracy 

 

2.3 Knowledge Flow Interface 

Explorer interface has an alternative interface which is nothing but the knowledge flow. Here in this interface user selects 

different components of Weka from the tool bar and connects according to the final layout of the running algorithms as shown in 

Figure 6. 

In order to do our experimentation we have connected the several modules such as class assigner, CSV loader, Cross 

validation and the various algorithm such as REP tree, SMO etc. which is followed by Classifier Performance evaluator and 

finally we can see the output using text viewer. 

 
Figure 6- Screenshot view of Knowledge Flow Interface 
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3. Comparisons 

 

The various data mining techniques Explorer, Experimenter and Knowledge flow that have been used by us use different 

algorithms such as Naïve Bayes, J48, SMO, RANDOM tree and REP tree. By using these techniques we trained out results on the 

basis of time taken to build model, correctly classified instances, error and ROC area. Algorithm scoring accuracy is shown in 

Table 1. 

 
The correctly instances accuracy of the Naïve Bayes is 76.3021 % along with maximum Naïve Bayes ROC =0.819 having a 

minimum Mean Absolute Error = 0.284, for this time taken to build model=0.05 seconds. Now on the basis of the result of 

Explorer Interface on data mining technique we can conclude that the Naïve Bayes algorithm have least error, maximum accuracy 

and takes less time for model development/built and has maximum ROC. 

 

In Table 2 the correctly instances accuracy of the Naïve Bayes is 76.3021 % along with maximum Naïve Bayes ROC =0.819 

having a minimum Mean Absolute Error = 0.2841, for this time taken to build model=0.05 seconds. Now on the basis of the result 

of Explorer Interface on data mining technique we can conclude that the Naïve Bayes algorithm have least error, maximum 

accuracy and takes less time for model development/built and has maximum ROC. As we know that, we had achieved the same 

scoring result from the Explorer and Knowledge flow interface, to classify accuracy but to be specific for Naïve Bayes there is 

approx. change in ROC Value as compared to other because as we said Knowledge flow is an alternative method of Explorer.  

 

 
 

In Table 3 it is given that the algorithm, Naive Bayes and SMO scoring accuracy is high that is best prediction (V) as 

compared to REP Tree and Random Tree having low algorithm accuracy called worse prediction (*). 
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III. CONCLUSION 

With the Help of this WEKA tool effective and efficient execution of the Diabetes data set has been done and in future we can 

extend this work by using other techniques like Classification, Clustering etc .  
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