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Abstract - Task scheduling is needed to maintain every process that comes with a processor in parallel processing. In several 

conditions, not every algorithm works better on the significant problem. Sometimes FCFS algorithm is better than the other 

in short burst time while Round Robin is better for multiple processes in every single time. However, it cannot be predicted 

what process will come after. Average Waiting Time is a standard measure for giving credit to the scheduling algorithm. 

Several techniques have been applied to maintain the process to make the CPU performance in normal. The objective of 

this paper is to compare three algorithms, FCFS, SJF, and Round Robin. The target is to know which algorithm is more 

suitable for the certain process. 

 

Index Term - FCFS, SJF, Round Robin, Schedule, Operating System. 

 

I. INTRODUCTION 

Scheduling is already part of a parallel process [1]. In scheduling, there are several methods used to perform queue process that 

comes to the processor. Some algorithms are popular among other First Come First Serve, Shortest Job First, and Round Robin. In 

this study, The discussion involves the comparison of the average waiting time of each of these algorithms. The purpose of this 

comparison to determine what algorithm is more suitable for some processes that are in the ready queue. The priority of the processes 

that occur on the processor is something that determines when the process will be done. However, it does not discuss the priority in 

this study. The scheduling assumes all of which occurred in the queue have the same priority value. 

 

II. THEORIES 

The process is the state when a program is executed [12]. When the computer is running, there are many processes running 

simultaneously. A process may create a derivative process is carried out by a parent process. The derivation process is also able to 

create a new process so that all of these processes ultimately forming process tree. When a process is made then the process can 

obtain these resources such as CPU time, memory, files, or I/O devices [2][4]. These resources can be obtained directly from the 

operating system, from the parent process that dispenses resources to each process its derivative, or the derivative and the parent 

process share the resources of a given operating system.  CPU scheduling is part of a multi-programming operating system. Job 

scheduling is to move the CPU work among the processes[3]. This serves to make the computer work more productive. A process 

generally consists of two cycles of Burst I/O and CPU Burst performed alternately until the process is complete. 

FCFS or FIFO can be defined as a process that arrives first will be served first. If there is a process to arrive at the same time, the 

services they carried through their order in the queue[5][10]. The process in the queue behind had to wait until all the process in 

front of him is complete. Any process that is on ready status put in FCFS queue according to the time of arrival. Figure 1 shows 

how the FCFS works. 

 

Fig. 1 Illustration of FCFS 
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The process which has been done does enter the queue anymore. However, here the process which burst time is short must wait 

for the other process to be finished. 

 

SJF algorithm is a special case of priority scheduling. Each process is equipped with a priority number that is burst time. The 

CPU is allocated to the process that has the highest priority (smallest integer value is usually the biggest priority) [11]. If several 

processes have the same priority, then it will use FCFS algorithm. Scheduling priority consists of two schemes, non-preemptive and 

preemptive. If there is a process P1 comes on when P0 is running, it will be a priority P1. Suppose P1 greater priority than the 

priority P0; then the non-preemptive, fixed algorithm will complete P0 to the end of its CPU burst, and put P1 in the head position 

in the queue. While in preemptive, P0 will be stopped first, and replace the CPU allocated to P1. Figure 2 shows the waiting time 

calculation of SJF. 

 

 
 

Fig. 2 Illustration of Shortest Job First 

 

In Figure 2, the smallest burst time is 1. However, there are many processes which burst times are 1. Those processes are not in 

the same ready queue. The ready queue will be the same arrival time such as P1-P3, P4-P6 and so on. Let’s see the P7-P9; the 

smallest burst time is in P9 so that P9 will be performed first. However, in P4-P6, the FCFS is used. 

 

In Round Robin concept, the algorithm uses time-sharing. The algorithm is same as FCFS, but it is preemted [7]. Each process 

gets CPU time called a quantum time to limit the processing time, typically 1-100 milliseconds. After time runs out, the process is 

delayed and added to the ready queue. If a process has a CPU burst is smaller than the time quantum, then the process will release 

the CPU if it has finished its work so that the CPU can be immediately used by the next process[8][9]. Conversely, if a process has 

a CPU burst greater than the time quantum, the process will be suspended if it reaches a quantum of time, and then queuing back to 

the position of the tail of the ready queue and then execute the next process. If there are n processes in the ready queue and the time 

quantum q, then each process of getting 1/n of the CPU time at most q time units at once CPU scheduling. No process waits for 

more than (n-1) q time units. Round Robin algorithm performance can be explained as the following figure when the queue is large, 

then the algorithm used is FCFS, but if the queue is small then frequent context switches is happening. 

 
 

Fig. 3 Illustration of Round Robin 
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III. TESTING AND ANALYSIS 

The creation of data sampling process must be established. Some of them have the same arrival time and different burst time. 

Table 1 shows the data in the process. 

 

Table 1 Data sampling. 

 

Process Arrival Time Burst Time 

P1 0 1 

P2 0 1 

P3 0 1 

P4 3 1 

P5 3 2 

P6 3 3 

P7 7 3 

P8 7 2 

P9 7 1 

P10 13 1 

P11 13 2 

P12 13 3 

P13 17 5 

P14 17 2 

P15 19 4 

P16 21 7 

P17 23 3 

P18 24 5 

P19 24 1 

P20 24 3 

P21 24 5 

P22 24 4 

P23 25 8 

P24 25 4 

P25 26 3 

 

Let’s consider that Process is P, Arrival Time is AT, Burst Time is BT, Waiting Time is WT. The formula below is to obtain the 

waiting time.  

𝑾𝑻𝒏 =  (∑ 𝑩𝑻

𝒏−𝟏

𝒊=𝟏

) − 𝑨𝑻𝒏 

𝑻𝑾𝑻 =  ∑ 𝑾𝑻 

First Come First Serve 

Every single waiting time must be calculated. Then calculate the Total Waiting Time and the Average Waiting Time of the FCFS 

algorithm. 

WT1  = P1AT 

 = 0 

WT2 = P1BT - P2AT 

 = 1 - 0 

 = 1 

WT3 = P1BT + P2BT - P3AT 

 = 1 + 1 - 0 

 = 2 

 

 

WT4 = P1BT + P2BT + P3BT – P4AT 

 = 1 + 1 + 1 - 3 

 = 0 

WT5 = P1BT + P2BT + P3BT + P4BT – P5AT 

 = 1 + 1 + 1 + 1 - 3  

 = 1 

 

WT25 = P1BT + P2BT + P3BT + .. + P24BT – P25AT 

 = 1 + 1 + 1 +1 + .. + 4 – 26 

 = 46

(1) 

(2) 
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The calculation continues until the last process. It produces the total waiting time and finally the average waiting time is obtained. 

 

TWT = WT1 + WT2 + WT3 + WT4 + WT5 + ... + WT25 

 = 0 + 1 + 2 + 0 + 1 + ... + 46 

 = 328 

 

AWT = TWT / TOTAL PROCESS 

 = 328 / 25 

 = 13.12 

 

Figure 4 shows the time split which represents each process of the FCFS algorithm.  

 
Fig. 4 : Process of FCFS 

 

Shotest Job First 

 

The second calculation is using SJF algorithm. It is FCFS concept, but the process which comes at the same time or the same 

ready queue must be sorted in ascending order. The smallest burst time will be the first order while the bigger will be the last one. 

The table must be reconstructed in SJF model. The same arrival time must be sorted from low to high. After being changed, the 

form of the process can be seen in Table 2. The highlighted rows are the processes which have been sorted. 

 

Table 2 Data sampling of SJF. 

 

Process Arrival Time Burst Time 

P1 0 1 

P2 0 1 

P3 0 1 

P4 3 1 

P5 3 2 

P6 3 3 

P9 7 1 

P8 7 2 

P7 7 3 

P10 13 1 

P11 13 2 

P12 13 3 

P14 17 2 

P13 17 5 

P15 19 4 

P16 21 7 

P17 23 3 

P19 24 1 
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P20 24 3 

P22 24 4 

P21 24 5 

P18 24 5 

P24 25 4 

P23 25 8 

P25 26 3 

 

Afterward, it proceed to calculate the Total Waiting Time and the Average Waiting Time of the SJF algorithm. 

WT1  = P1AT 

 = 0 

WT2 = P1BT - P2AT 

 = 1 - 0 

 = 1 

WT3 = P1BT + P2BT - P3AT 

 = 1 + 1 - 0 

 = 2 

WT4 = P1BT + P2BT + P3BT – P4AT 

 = 1 + 1 + 1 - 3 

 = 0 

WT5 = P1BT + P2BT + P3BT + P4BT – P5AT 

 = 1 + 1 + 1 + 1 - 3  

 = 1 

WT25 = P1BT + P2BT + P3BT + .. + P24BT – P25AT 

 = 1 + 1 + 1 +1 + .. + 4 – 26 

 = 46 

 

The calculation continues until the last process. Then it produces the total waiting time and finally the average waiting time is 

obtained. 

 

TWT = WT1 + WT2 + WT3 + WT4 + WT5 + ... + WT25 

 = 0 + 1 + 2 + 0 + 1 + ... + 46 

 = 309 

 

AWT = TWT / TOTAL PROCESS 

 = 328 / 25 

 = 12.36 

 

Figure 5 shows the time split which represents each process of the SJF algorithm.  

 

  
Fig. 5 Process of SJF 
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Round Robin 

The calculation in Round Robin is more difficult than the earlier calculations. In this algorithm, it needs to split the best time into 

several subprocesses in a period. Quantum Time is a time slicing technique to split burst time into several subprocesses. Testing the 

same data with different quantum times is giving the different AWT. 

 

Quantum Time   = 2 

Total Waiting Time  = 523 

Average Waiting Time = 20.92 

 

Quantum Time   = 3 

Total Waiting Time  = 422 

Average Waiting Time = 16.88 

 

Quantum Time   = 5 

Total Waiting Time  = 346 

Average Waiting Time = 13.84 

 

If the quantum time value bigger than the burst times available, the Round Robin turns to FCFS algorithm. 

 

Quantum Time   = 10 

Total Waiting Time  = 328 

Average Waiting Time = 13.12 

 

 
Fig. 6 Process of Round Robin Quantum Time = 2 

 

  
Fig. 7 Process of Round Robin Quantum Time = 3 
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Fig. 8 Process of Round Robin Quantum Time = 5 

 

  
Fig. 9 Process of Round Robin Quantum Time = 10 

 

 

Figure 6 to 9 show the time split which represents each process by doing Round Robin algorithm in different quantum time 

values. Quantum time influences the result of the average waiting time. If the quantum time bigger, the average waiting time will 

result in the small value, but the processes those have been in the ready queue will take more time to get a turn. 

 

IV. CONCLUSION 

The calculation of three algorithms shows the different average waiting time. The FCFS is better for a small burst time. The SJF 

is better if the process comes to processor simultaneously. The last algorithm, Round Robin, is better to adjust the average waiting 

time desired. Round Robin quantum time will set it towards more SJF or FCFS value. All algorithm is good, but the speed of the 

process depends on the processor load. 
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