
© 2017 IJEDR | Volume 5, Issue 4 | ISSN: 2321-9939 

 

IJEDR1704104 International Journal of Engineering Development and Research (www.ijedr.org) 649 

 

Development and Comparative Analysis of a Novel 

Neural Model for Marathi Alphabet Recognition for 

Hearing Aid Users 

1Prashant G. Patil, 2Arun. K. Mittra, 3Vijay.S.Chourasia 

Research Scholar1, Professor& Head2, Assistant Professor3 
1, 2, 3 Department of Electronics Engineering. 

 Manoharbhai Patel Institute of Engineering &Technology, Gondia, India  
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Abstract— In this Paper we associates differences between high frequency hearing loss reduction methods which is useful 

in improvement in speech intelligibility of HA users. Frequency Compression (M1) and Frequency transposition (M2) was 

usually implemented by many researchers & accepted by numerous HA users. In certain circumstances both methods was 

not acceptable by HA users. We proposed two feed forward back propagation neural network based Frequency 

Compression (M3) & Frequency Transposition Methods (M4) methods. Four algorithm was designed using MATLAB & 

tested on Laptop with wired ear set. The performance parameter of all four methods was found by using audiogram of all 

6 HA users. These Parameters are fitted to corresponding MATLAB based algorithm. Regional Marathi language spoken 

HA users are selected as participants for recognition & Performance evaluation test of all four algorithm. It is observed 

that average recognition rate by group of 6 HA user increased for vowels & consonants from minimum 2 % to 14 %.All 

these tests are considered insensitive for objectively and accurately measuring aspects of listeners' speech perception 

abilities as a reflection of their performance in realistic listening situations. As a result of this Experimentation, the 

participant will be able to compare the average performance of all four methods and determine if his or her performance 

as expected on various processing methods for improvement in high frequency region. 

 

Index Terms— Frequency Compression, Frequency Transposition, Neural Network, Hearing Aid, Hearing Loss, Hearing 

Aid users. 

________________________________________________________________________________________________________ 

I. INTRODUCTION  

There are presently several people in the India suffering from High frequency hearing loss. From many years they had to rely on 

conventional hearing aids. Conventional hearing aids provide little benefit for moderately deaf patients. Some individuals with HA 

can now communicate without lip-reading, and some can communicate over the telephone. Part of the success of Hearing aid can 

be attributed to the signal processing techniques developed over the years for extracting electrical stimuli from speech. Frequency 

Compression & Frequency transposition are two major techniques adopted by many HA users. Both methods have certain 

limitations which will not meet user’s requirement. From Many Years researchers have discussed the Hearing aid signal processing, 

Validation & recognition results for improving intelligibility. Speech intelligibility varies according to background condition of 

speaker & Listener. Background noise makes operative impact in reducing percentage recognition of alphabets, words, short words 

& rhyming words (Similar Pronunciation words).In this study, we investigated the effects of existing two frequency-lowering 

algorithms for high-frequency hearing disabled patients with developed method. Much attention has been paid to associating the 

differences in the effects with the changes in lowering strategies and parameter settings by conducting a comparative study. 

Frequency lowering has been proposed as a promising approach to combating high-frequency hearing loss. This includes various 

signal processing techniques such as channel vocoder, frequency compression, and frequency transposition (FT), all presenting 

high-frequency information in a lower frequency region accessible for people with high-frequency hearing loss. Channel vocoder 

divides the speech signal into frequency bands by band pass filters and extracts the envelopes of high-frequency signals to modulate 

a noise source, which will be added to the unmodified low-frequency signals. Frequency compression reduces the bandwidth of a 

speech signal in a linear or nonlinear fashion. Frequency transposition (FT) shifts the high-frequency components to a lower-

frequency band and adds them to the unprocessed lower-frequency signals. The FT method became the first frequency-lowering 

technique implemented in a commercial hearing aid. In developed methodology (M3&M4) a deep neural network was trained on 

features extracted from speech samples of different environments which are relevant for hearing aid users. Another set of sound 

samples was used to test the classifier. The features used in this study reflect both spectral and temporal aspects of the input Speech 

signal. This mimics important aspects of the auditory system, where not only frequency information is represented in a 

topographical way, but also a gradient of T-F, SNR and Intensity representation can be found. The results were compared to 

classification of the same set of sounds with hearing aids from different manufactures. This paper is organized as follows. Sec. 2 

describes the Performance Details of Existing & Modified proposed methods. Sec. 3 presents Experimentation procedure for testing 

of all algorithm. Sec. 4 Describes Recognition results & observations. Sec 5 concludes the paper and outlines the future work.  
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II. TECHNICAL COMPARISON OF EXISTING & PROPOSED ALGORITHM 

In this section we proposed two modified algorithm to compare with traditional Frequency compression (FC) & Frequency 

transposition technique (FT).Table 1& 2 illustrate Processing Method, essential parameters, Limitations of both algorithms.  

Table 1 Details Designing parameters of FC & FT methods 

 Frequency Compression   (FC)   M1 Frequency Transposition    (FT)  M2 

Processing 

Methodology 

Low-frequency Speech contents are compressed as 

well to make room for the high-frequency contents 

Higher frequency (f H) is shifted to lower frequency    

(f L) by a fixed frequency value. It does not reduce 

bandwidth.  

Processing 

Parameters 

Amount of amplification applied to Signal         

Gain = Output – Input 

(I/O Gain control) 

Target band: Range of high frequency band which is 

transposed over low frequency. 

Compression Threshold/Knee point Source band: Low frequency band on which high 

frequency is transposed. 

Compression Ratio 

CR= ∆ Input/ ∆ Output 

 

Cutoff frequency: Extreme edge of target band. 

Attack Time and Release Time equal-loudness (Intensity Control)  

No of channels- Single / Multiple ‘N’ Point selection for FFT 

Performance based application for HA User 

To Avoid 

distortion   

 

Gain Controlled- O/P 

Threshold Knee Point – High 

Compression Ratio- High 

Attack & Release Time- Fast  

Channels- Single /Multiple 

Target Band: Low 

Source Band: Low 

Cutoff (Edge) Frequency: Low 

Loudness Limiter: Active 

‘N’ Point FFT: Less Value 

Loudness 

Perception 

 

Gain Controlled- I/P 

Threshold Knee Point – Low 

Compression Ratio- Low 

Attack & Release Time- Slow 

Channels- Multiple 

Target Band: Low 

Source Band: Mid 

Cutoff (Edge) Frequency: Low 

Loudness Limiter: Less-Active 

‘N’ Point FFT: Average 

Listening 

Comfort 

 

Gain Controlled- I/P 

Threshold Knee Point – Mid Level 

Compression Ratio- Mid Level  

Attack & Release Time- Slow  

Channels- Single /Multiple 

Target Band: Mid 

Source Band: Mid 

Cutoff (Edge) Frequency: Mid-High 

Loudness Limiter: Active/Less Active 

‘N’ Point FFT: Middle 

Maximize 

Speech 

Intelligibility 

Gain Controlled- I/P 

Threshold Knee Point – Low 

Compression Ratio- Low 

Attack & Release Time- Average 

Channels- Single /Multiple` 

Target Band: Mid-High 

Source Band: High 

Cutoff (Edge) Frequency: Mid-High 

Loudness Limiter: High Active 

‘N’ Point FFT: High Value 

Limitations & 

Drawbacks 

Processing parameters can be altered according 

background speech environment. 

Strong distortion occurs when shifting frequency is 

greater than signal frequency 

Less effective for Female & Child speaker. If the target band is high, it will not preserve high-

frequency information at low frequencies. 
 

The Frequency Compression (M1) &Transposition (M2) algorithm was implemented using MATLAB. The original speech 

material was digitally recorded at 16000 samples per second. A frame consisted of 128 samples, lasting 8 ms, and the entire test 

material was processed frame-by-frame with an overlap of 64 samples. The current frame was multiplied by a half-sine window 

and then converted from the time to the frequency domain using the MATLAB fast Fourier transform (FFT) function. A 128-point 

FFT resulted in a short-term frequency spectrum with steps of 125 KHz (sampling frequency/FFT-size).All above FC, FT, and 

FFBPNN-FC & FFBPNN-FT algorithms were designed using MATLAB. Pre-recorded Marathi vowel, Consonant & words data 

base is used for testing & recognition purpose by group of 6 HA users. Performance parameter of each Method was set in coding 

with relevance of requirement of HA user. Recognition Test was conducted in a quiet meeting room for 15 vowels & 35 

Consonants. Data base is recorded in silent room, Noisy Room & with music background conditions. To maximize speech 

intelligibility we need to set parameters according to Table 1 for M1 & M2 methods. 

 

 

 

 

 

Table 2 Details Designing parameters of FFBPNN based FC & FT methods 
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 Feed forward back propagation neural 

Network +Frequency Compression 

(FFBPNN+FC) 

Feed forward back propagation neural Network+ 

Frequency Transposition (FFBPNN+FT) 

Processing 

Methodology 

Feature Extracted from Each frame + 

classification of frame for Compressing. 

Feature Extracted from Each band + classification of 

band for Transposition.  

Features 

Extracted  

1. SNR of each frame 

2. Fundamental Formant Frequency 

3. Frame Intensity  

Neural Network 

Parameters 
• It consists of an input layer 

• 5 hidden layers  

• 1 linear featured output corresponding to input. 

• Back propagation was used for training the NN in full-batch mode over 500 epochs 

• Variable learning rate of 0.01-0.03 

• Random Assigned weight 1.2-0.2. 

• No of iteration 100 with different Neuron Size. 

FFBPNN 

Outcomes 
• Classifies Alphabets for processing ( Needed/Unwanted) 

• Point to Point analysis of speech frames/Bands. 

• Training rate given to Neural Network varies Classifier performance. 

Post Processing  

approach  

Divide Into Six bands  

0-250;250-500;500-1000; 

1000-2000;2000-4000;4000 -onwards 

Divide Into 2 bands ( Target & Source ) 

0-4000;4000-Onwards 

  

 

Speech 

Intelligibility 

Factors 

Training of Neural Network 

Minimized error rate 

N-FFT (N Should be moderate) 

Input Processing Time 

NN Performance 

Parameters  

Sensitivity, specificity, Accuracy, False Positive rate(FPR),False Negative Rate          ( FNR), False 

Acceptance Rate (FAR), False Rejection Rate(FRR), Positive Predicted Value( PPV), Negative Predictive 

Value( NPV) 

Limitations & 

Drawbacks 

1. Average processing time increases for all Marathi vowels & consonants 

2. More Data required for neural network training. 

3. Incorrect classification will creates unwanted processing. 

4. Unwanted processing will degrade speech quality 

 

III. EXPERIMENTATION & TESTING OF ALGORITHMS 

 

In Phase-I, the Marathi vowels, consonants data collection was done in a small room with Silent, electric fan and air conditioner 

switched on. The data was collected in parallel with a headset microphone connected to a Tablet PC, the built-in microphone of 

another Tablet PC. 9 Female and 3 Male participants are involved for data collection with age varying from 16-23 years old. The 

motivation behind choosing these devices for data recording was to get a good sample of the set & female speakers count chosen 

large as compared to male. High frequency hearing loss patient was difficult to hear female speech which is comparatively higher 

frequency than male speaker. This section of the article presents collection of auditory behavioral data of each listener before 

experimentation which is useful for finding out optimum set of performance parameters. Figure 1 shows audiogram of Six Hearing 

aid users for corresponding ear. Audiogram is useful for parameter fitting which reduces no of iterations in experimental for 

improving speech intelligibility.  

Subjects and methods 

No of 6 students who have high frequency hearing loss were selected (Age 7-23) randomly. Regional Marathi language is 

selected for testing & recognition purpose. 

Procedure  

The proposed system and algorithms were first evaluated in normal hearing people. No obvious rejection was reported and 

some listeners showed improvements in speech perception. But according to the previous studies, effective frequency-lowering 

algorithms could provide quite varied effects in normal hearing people. So the results of an experiment on qualified patients will be 

most reliable. All the fitting and testing processes were accomplished in a silent room in a School, with the earphone plugged to 

laptop placed 1 m in front of the listeners. The testing sounds were broadcasted at different level of speech intensity from 35-60 dB 

regardless of the level of background noise.  
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Figure 1: Mean right-ear and left-ear air-conduction pure-tone thresholds for each of the HA user. Each HA user was fitted with a 
different hearing-aid technology 

 The above-mentioned parameters in Table 1 & 2 should be fitted in the order of ‘voiced speech related’, ‘unvoiced speech 

related’, ‘mode selector’, and ‘envelope shaping switcher’. This is consistent with their importance in terms of the algorithms’ 

effect. The whole fitting procedure was carried out under the direction of audiologists. They listened to a patient’s description and 

helped to adjust the parameters according to the subject’s reaction. 

Pre -recorded Marathi 15 vowels, 35 consonants, pair of 50 Marathi rhyming words (Similar Spoken words) which is not 

understood by HA user clearly are taken for recognition test. All these data is recorded in different background condition (Silent 

Room, Music background, Running Fan sound at background).No of 12 speakers (9 Female & 3 male) are participated for this data 

collection. We have 540 sample of individual alphabet. These will randomly processed by any one method & listened to individual 

HA user. The intelligibility of each HA user was rated on a six-point scale by the speech and language therapist with the assistance 

of written alphabet by HA user. It was possible to reach the subjective satisfaction of the HA user within two or three Week fitting 
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sessions (including the Fine-tuning). As the test subjects had mild to moderate high-frequency hearing loss with a large dynamic 

range and amplification occurred with the ear canal open, it was possible to set the compression ratio to low values, resulting in 

both clear and natural sound output. 

 

Figure 2: Software system used in this experiment for four different method Evaluation 
 

IV. RECOGNITION RESULTS & OBSERVATIONS 

Each Marathi Vowel is randomly play backed & processed 10 times using different methods for each HA users. For Example - 

Each vowel is play backed for 10 times for 4 different methods (1*10*4=40 Times) The Processing parameters are set by taking 

average of all 6 HA users .Average Recognition rate by all four Methods of individual HA user for each method & for all 15 

Vowels are calculated as shown in Table 3.Where M1 – Frequency Compression, M2-Frequency transposition, M3- FFBPNN-FC, 

M4-FFBPNN-FT methods. 

Table 3 Individual Average Vowel recognition rate by using M1, M2, M3 & M4 methods & Group Average recognition 
comparison for four methods. 

 

 

 

 

 

 

 

 

 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 % 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒 𝑏𝑦 𝐺𝑟𝑜𝑢𝑝 =
( 𝑁𝑜 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑠𝑒𝑑)

(𝑇𝑜𝑡𝑎𝑙 𝑁𝑜 𝑜𝑓 𝑃𝑙𝑎𝑦𝑏𝑎𝑐𝑘𝑠 𝑢𝑠𝑖𝑛𝑔 𝐸𝑎𝑐ℎ 𝑀𝑒𝑡ℎ𝑜𝑑)
∗ 100 

Table 4 Individual Average Consonant recognition rate by using M1, M2, M3 & M4 methods & Group Average recognition 
comparison for four methods. 

HA User Description (Age) M1 M2 M3 M4 

L1: JSB HA002- BTE Hearing Aid :(18 years) 5.06 6.13 6.53 6.53 

L2:  Siemens Vita 118:(22 Years) 5 5.06 5.73 5.6 

L3: ALPS PP BTE RIE: (12  Years  ) 4.13 3.53 6.4 6.8 

L4: ALPS high gain BTE: (17 Years) 4.93 3.66 6.86 6.2 

L5: RESOUND 793 UHG BTE: (16  Years) 4.06 5.93 6 7.66 

L6: Rexton Arena 1S: (21 Years) 5 4.86 5.33 5.86 

Average Recognition Score from Group of 6 HA users   

(From 10 times Playback)  

4.7 4.86 6.14 6.44 

Average % Recognition Score by Group 47.33 % 48.60% 61.40 % 64.40 % 

HA User Description ,Age M1 M2 M3 M4 

L1: JSB HA002- BTE Hearing Aid :(18 years) 18.22 21.80 21.57 20 

L2:  Siemens Vita 118:(22 Years) 19.68 20.74 20.4 19.88 

L3: ALPS PP BTE RIE: (12  Years  ) 20.88 22.05 21.91 19.6 

L4: ALPS high gain BTE: (17 Years) 21.51 19.6 21.25 21.57 

L5: RESOUND 793 UHG BTE: (16  Years) 22.77 21.54 22.37 20.97 

L6: Rexton Arena 1S: (21 Years) 21.37 20.91 22.97 19.71 

Average Recognition Score from Group of 6 HA users   

(From 35 times Playback) 20.74 21.10 21.74 24.10 
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Average Vowel recognition score by each group decides effectiveness of individual method on Individual participant & group. 

It is observed that both proposed methods shows Improvement (13 % to 17 %) in Vowel Recognition as compared to existing 

Methods. Average Consonants recognition score by each group decides effectiveness of individual method on Individual 

participant & group. It is observed that both proposed methods shows Improvement (2 % to 3 %) in Consonant Recognition as 

compared to existing Methods. The confusion matrix in Fig. 3 shows the correct recognition count with Spoken consonant. The 

diagonals correspond to correct identification of each Consonants. Group of Marathi Confusing Consonant is responsible for 

reduction in recognition rate. Each of 6 HA user not able to identify correctly spoken Consonant. 

  

 

 

 

 

 

 

 

 

 

 

Figure 3: Confusion Matrix for Marathi Spoken Consonant & recognized Consonant, Each Consonant spoken 35 times & 
Combined Score of recognition by FC (M1) & FT (M2) method 

 

 
Figure 4: Group HA users Adaption Response to Each Method. (M3 & M4 shows >60 % response than other) 

 

V. CONCLUSION & FUTURE WORK   

Our study explores the impact of parameter setting & fitting of each algorithm on improving Marathi vowels & consonants 

recognition. Proposed FFBPNN Frequency Compression (M3 method) & FFBPNN frequency transposition (M4 method) shows 

improvement in Vowel % recognition rate from 47 % to 64 %.Figure 4 shows improvement in consonant   % recognition from 59 % 

to 62 %. This improvement is larger in terms of vowels than consonants. In Regional Marathi language many articulated 

consonants are in same with spoken style, lip movement, Tongue movement which are hard to distinguish by HA user. The group 

of confusing consonants is challenging task in recognition process, which overall reduces % recognition & % group recognition 

0 10 20 30 40 50 60 70 80

M1

M2

M3

M4

HA users Adaption Response for 

Individual Methods

Average % Recognition Score by Group 59.85% 60.27% 62.13% 61.11% 

 Spoken Alphabet (Column) Vs. Recognized Alphabets by HA user (Row) 
  क  ख  ग  घ  ज  झ  द  ध  ब  भ श स 

क  12 7 4 2 0 1 0 2 2 3 2 0 

ख  3 5 3 7 4 2 1 0 2 3 4 1 

ग  4 4 6 2 3 4 5 0 1 2 3 1 

घ  0 2 5 8 2 1 1 0 4 7 4 1 

ज  3 1 7 1 9 6 2 0 2 3 1 0 

झ  4 5 0 2 0 6 0 4 8 0 1 5 

द  5 4 2 5 0 6 4 0 3 1 2 3 

ध  0 0 3 7 0 5 7 11 0 1 1 0 

ब  2 2 1 0 5 1 8 6 8 0 0 2 

भ 0 2 0 0 6 0 3 6 0 9 4 5 

श 2 0 4 0 4 0 2 2 2 3 8 8 

स 0 3 0 1 2 3 2 4 3 3 5 9 
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overall rate. Hearing aid user age is also key factor in recognition process, it is observed that recognition ability for alphabets is 

more for older HA user in group. Confusing matrix obtained from consonants recognition indicates need of some improvement in 

M3 & M4 Systems. The performance of M3 & M4 system is decided by % training data given to neural network, which will    

classify processing & unwanted processing alphabets. Unwanted processing of alphabets degrades quality of alphabets, reduced 

capability of recognition. In Marathi language most words starts from consonant so more development is needed in correct 

classification of consonants. Re-modification & correct set of parameter finding for M3 & M4 Algorithm will progress proposed 

system. For NN networks error minimization is complex &challenging issue. For other language algorithm behavior will be 

different or may be improved.    
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