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Abstract - Human Action Recognition plays significant role in various computer vision applications such as Face 

Recognition, Speech Recognition, Optical Character Recognition, Traffic Sign Recognition, Finger Print Recognition 

Etc. The Human Action Recognition problem consists of two stages like Feature Extraction and Classification. The 

objective of this work is to create a test dataset for various human actions and also to validate system for real time 

videos. System is proposed to analyze the role of ITL, CNN, and KNN for the extraction of both spatial and temporal 

features. The system’s response has been validated using the real time videos. 

 

Index Terms - Action Recognition, Spatial Feature, Temporal Feature, Internal Transfer Learning, Convolutional 

Neural Network, K-Means nearest Neighbor Algorithm. 

____________________________________________________________________________________________________ 

 

I. INTRODUCTION 

Human Action Recognition refers to the classification of human actions that is present in video. The action detection 

involves locating actions in space. Classifiers are used to identify the action class and their Spatial, Temporal locations. The 

Human Action Recognition process consists of two stages like, Extracting Features then Classifying the extracted Features. 

Human Action Recognition is a model of deep learning technique. Deep learning algorithms are used to learn the Image 

Recognition problem and to classify input Videos or images into appropriate categories. Every process in Image Processing 

starts with preprocessing step. Preprocessing is an improvement of image that removes unwanted details or enhances some 

image features for further processing. After preprocessing a video the features are extracted from a video. The Spatial & 

Temporal Features are extracted for further processing. Spatial features are consists of x, y coordinate values. Temporal 

features are stores data related to past, present, future time. Convolutional Neural Network (CNN) as a feature extractor for 

training an image classifier. ITL is a combination of Transfer Learning and sub data classification methods. Transfer learning 

is used to train the data. The ITL Algorithm is fed to KNN and CNN for the classification purpose. 

 

II. METHODOLOGY 

After the Frames extraction and preprocessing a video, the Feature extraction process begins. Feature extraction is the process 

of variable selection. It is the selection of attributes from the data. Feature Extraction process include extraction of Spatial and 

Temporal Features. For the extraction of spatial feature the optical flow method is used. For the extraction of temporal feature 

the gradient method is used. Optical flow or optic flow is the pattern of motion in objects, surfaces, and edges caused by the 

relative motion between an observer and a scene. The optical flow methods try to calculate the motion between two image 

frames which are taken at t times and voxel position. This voxel position is placed on the approximations of the image signal. 

Optical Flow contains two coordinates Vx & Vy. The functions of Vx & Vy assigned to images, alpha & iterations of the 

optical flow method. For the optical flow determination we can used the Horn-Schunck method. Temporal gradient filter is 

used with Lucas-Kanade algorithm for extracting temporal features. This is for to perform the Gaussian derivation. The 

temporal gradient filter used by the Lucas-Kanade algorithm. The extracted features are fed into ITL for training process. ITL 

is used with N Class, the classification process divided the class into several ones. The class of KNN Classify method consists 

of sample, training and group. The sample consists of those matrixes whose rows will be classified into groups. The number of 

columns of sample is equal to the number of columns of training. The rows of matrix are grouped in the sample class. Training 

also has the same number columns as sample. The rows of training are grouped with the group vector value. The optional 

value k is the nearest neighbors used in the classification. CNN requires a large amount of labeled training data to be effective. 

A transfer learning method of training a CNN with available labeled source data and then extracting the CNN internal layers to 

a target CNN learner. This method is referred to as the transfer convolutional neural network (TCNN). To correct for any 

further distribution differences between the source and the target domains, an adaptation layer is added to the target CNN 

learner, which is trained from the limited labeled target data. 

The experiments are run on the application of object image classification where average precision is measured as the 

performance metric. Train a 6c-2s-12c-2s Convolutional neural network which has six convolutional layers, two sampling 

layers, twelve convolutional layers, and two sub sampling layers. 

 

III. RESULTS AND DISCUSSION 

The human action recognition table consists of following values for input video, Frame ID (Order of frames from 1 to 60), 

Width (Width of the each frame), Height (Height of the each frame), Weight (Weight of the each frame), Mean (Mean value 

of each frame), STD (Standard deviation value of each frame), Average (Average value of each frame), Moving direction of 
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the frames from starting to end of the frames of the video. Frame Based Action Performance for STD, Mean, and Weight 

values as follows: 

 

Table 1: Frame Based STD Value Table 2: Frame Based Weight Value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Frame Based Mean Value 
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Figure : Over All Performance for CNN & KNN 

 

IV. CONCLUSION 

In this paper, I focused on the human action recognition problem. I utilize the Convolutional Neural Network to automatically 

extract both spatial and temporal features. To avoid the difficulty of training data I utilize the Internal Transfer Learning (ITL) 

algorithm. My method achieves better results for CNN compared with KNN Classifications. 
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