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_____________________________________________________________________________________________________ 

Abstract—Wireless Sensor Networks (WSN) are very useful for data acquisition in harsh environments or where the 
maintenance of wired infrastructure would not be viable. Despite of these advantages WSN nodes have a limited range 
ratio thus to collect data on long distance is necessary to construct a path with many relay nodes to reach the 
destination. Another limitation of these networks is that they often rely on batteries to operate, which can cause a 
serious limitation in the network lifetime. In this work it was developed a solution based on a Multi-hop WSN to collect 
data on long distance, and, also some strategies such as ‘sleep schedule’, ‘data aggregation’ and ‘hub polling’ were 
implemented to extend the WSN lifetime. This could be done by modifications at RFBee Libraries that reinforces the 
importance of flexibility and portability of this device. 
 
 
Index Terms—Hub Polling, Lifetime, Relay Node, RFBee 
_____________________________________________________________________________________________________ 

I.  INTRODUCTION  

The Wireless Sensor Networks (WSNs) are very useful for data acquisition in harsh environments or where the 
maintenance of wired infrastructure would not be viable. Since the nodes of the WSNs have a restricted range, 
usually data collection nodes (end devices - ED) need router nodes (RT) to transmit their data to a coordinator or a 
central base (CB) [1]. Despite of the WSNs utility, the limit of their lifetime constitutes the major problem, 
considering that they are powered by batteries. The batteries depletion problem may be aggravated when it occurs 
with RT, because this usually does not happen simultaneously with all network nodes batteries. As a result, if a RT 
fails, several EDs can not send data to CB. In this way, it becomes evident the importance of extending the RT 
lifetime in order to avoid orphan nodes formation [2] in multi-hop WSNs. 

Among various strategies for extending WSNs lifetime the sleep technique [3] is one of the most effective for 
extending the nodes lifetime and can be combined with other energy saving techniques [4]. However, its 
application to RTs presents some difficulty, since it is assumed that they must be awake when EDs transmit their 
data.  

There are some proposals of sleep technique in which there is always at least one RT awake to receive EDs´ data 
[5]. This is usually efficient for dense networks, which justifies redundancy of RTs for groups of EDs. These 
solutions, despite of solving the problem of interrupting routes, cause large idle intervals of RTs, since at least one 
of them will be active all the time. 

The solution presented in this paper also uses sleep technique to save energy through the technique of Time 
Division Multiple Access (TDMA), which allows the combination of activity and sleep periods, providing low 
power consumption [6]. One of the ways to operate a network with TDMA is to use the polling technique [7], in 
which in a time slot, the RT queries an ED if it has data to transmit; in positive case, the ED will transmit its data in 
the next time slot. In the polling technique EDs can only transmit in response to a query from the RT. This artifice 
extends the WSN lifetime and is suitable for any network size. 

This paper describes the development of libraries for relay data and, also some techniques to save batteries 
energy for the multi-hop WSN implementation. The purpose of this WSN is the environmental data collection for 
the Environmentally Sustainable Cities Group (GSAC) of PUC-Campinas and present data of the Santa Candida 
Experimental Hydrological Basin. Among the data to be collected, the water level of an evaporation tank 
(evaporimeter) was the most important. 

 

II.  THE MULTI-HOP NETWORK 
The purpose of the multi-hop WSN implementation was to allow communication between the evaporation tank 

and the central base (CB), where data about evaporation will be stored and processed. The evaporation tank (Fig. 1) 
is located at the weather station next to the parking at the rectory of PUC-Campinas, and the CB is located at the 
Hydraulics Laboratory of Environmental Engineering. 
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Figure 1. Evaporation tank located next to the parking at the Rectory of PUC-Campinas 

 

The Fig. 2 shows the hole network. The Hydraulics Laboratory of Environmental Engineering and the 
evaporimeter are highlighted in Fig. 2(a), the distance between them is approximately 385 m in straight line. 
Because the range of the radio is around 120 m in open areas [8], some relay nodes (RN) [9] must be placed in this 
network to retransmit the signal. After the inclusion of relay nodes to retransmit data from evaporimeter to CB, the 
distance between the end points of the network increased to just over 448 m due to the radio range limitation, and 
the presence of obstacles. 

 
(a)                                                                        (b) 

Figure 2. Picture and map of the rectory of PUC-Campinas taken from Google Maps (https://www.google.com.br/maps). 
(a) Picture with the location of the Hydraulics Laboratory of Environmental Engineering and the evaporation tank and (b) map 

with the location of all WSN nodes.  

The Fig. 2(b) shows the schematic of the network nodes spatial distribution. The nodes are represented by a 
color code that identifies their functions in the network with CB in black, the relay nodes (from RN1 to RN5) in 
blue, the router node (RT) in green and the data collector nodes (ED1 and ED2) in red.   
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III.  LITERATURE REVIEW 

The previous section described the aim and the features of the multi-hop WSN. This section presents the 
techniques used to save RT energy, which is the node that define the active period of all nodes. Because of this, it 
is the most sensitive network node and requires specific techniques to be put into sleep [10]. 

[6] present a study using a polling technique to put RT in sleep mode in the time slot, when there is no activity 
in the network, with good result in reducing energy consumption. Fig. 3 illustrates the time slots of three EDs 
being coordinated by one RT. The small time slots with only numbers inside represent requests for data (Polling 
Time Slot (Tpoll)), the time slots identified by ED represent the frames with data in response to polling requests 
(Time Slot Transmission (TTX)) and the time slots identified as idles are the sleep time slots (Idle Time Slot 
(Tidle)), which will occur after a signal send by the RT to all nodes enter in sleep state. 

In the first transmission sequence, only EDs 1 and 3 have data to be transmitted. In the second sequence, only 
the ED3 has data to be transmitted. In the third sequence, no ED has data to be transmitted, and at this time, since 
there is no return to its data requests, the RT sends a signal to all nodes to enter in sleep mode for a predefined time 
period. After the period of sleep, the process of requesting data (pollings) is restarted and at this time only the ED2 
has data to be transmitted. 

This solution presented in [6] is more appropriate for data acquisition in a non-cyclical way to save energy, i.e., 
EDs may or may not have data to transmit, but must always be consulted because they only transmit when 
receiving a call from RT. The RT works as a coordinator in classical polling technique, where all EDs send data 
and enter in sleep mode only after receiving calls from RT.  

The polling technique used in this work had some differences from [6], because the EDs have to transmit their 
data at regular intervals, only the first ED of the network has to receive a call from RT, and all the others EDs of 
the network send their data in sequence of the first ED, using the data of the predecessor node of the network as a 
signal to send their data, working similarly to a hub polling network [11]. Each ED automatically enter in sleep 
mode after sends its data and all EDs were programmed to come out of sleep mode shortly before the next 
subsequent cycle begins. The RT enters in sleep mode after receives the data of all EDs of the network and come 
out after a predefined time to restart a new cycle. In this approach, the RT will save much more energy, because it 
calls only the first ED of the network, considering that the data transmission is the most energy-consuming activity 
[12]. 

 
Figure 3. Time Slot of the coordinator node (RT).  

 
Another technique adopted in this work was Data Aggregation (DA), which is a process that aims to reduce 

network traffic [13], that also provides savings of time slots to retransmission data received from EDs, and 
consequently, saves energy, mainly because of fewer retransmissions, as well, due to a greater number of time slots 
in which the RT remains in sleep mode in each cycle. In this work the DA was done without compression, therefore, 
the data of the EDs only were concatenated before transmitted to CB. 

IV. MATERIAL AND METHODS 

This section describes the devices and the sensor nodes programming. 
 

Devices 
 

The sensors used in this work were RFBee V1.1 [8] (Fig. 4), powered by two AA-rechargeable 2500 mAh 
batteries. The RFBee consists of the ATMega 168 microcontroller [15] and the CC1101 transceiver [16], which 
can be programmed in the same Arduino Integrated Development Environment [17] with the Radiuino open-source 
libraries [18], which can be downloaded from http://radiuino.cc/wp-content/uploads/2014/01/Bibliotecas.zip. 
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Figure 4. RFBee V1.1 
 

The device chosen to measure the water level was the Milone eTape Liquid Level Sensor (Fig. 5). 
 

 
Figure 5. Milone eTape Liquid Level Sensor. 

Figure 6 shows the circuit used to calibrate the water level measurement. The sensor calibration was done 
following the manufacturer's instructions [19]. The Vout was read by the analog input pin 15 and associated to the 
water level in a bottle using the eTape centimeter ruler. The Rsense electrical resistance decreases in water contact, 
resulting in a calibration curve with voltage inversely proportional to water level as shown in Fig. 7. 

 
Figure 6. Circuit used to collect Voltage values (V) according to water level in centimeters.  

 

 
Figure 7. Calibration curve, water level (cm) vs voltage (V). 

 
Sensor Nodes Programming 

The choice for RFBee was determined by the easeness of programming the WSN nodes provided by Radiuino 
libraries. Radiuino has only two libraries functions, each one with a specific role in the WSN. One of the libraries 
is called BASE and the other is called SENSOR. The RFBee with the BASE library allied to the computer form the 
first node of the Radiuino platform. In order to simplify the naming the RFBee programmed with the BASE library 
will be designated as BASE and the RFBee programmed with the SENSOR library will be designated as SENSOR 
(Fig. 8). 

On the computer to which BASE is connected, there is an application named dk101.py [8], written in Python, 
which is part of the Radiuino platform and whose main functions are: 
• Send polling requests to the SENSOR in regular intervals; 
• Receive and store the data sent by the SENSOR. 
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The BASE works as a bridge between the SENSOR and the dk101.py application. The BASE communicates via 
serial interface with the computer and via radio with the SENSOR. The SENSOR receives the request sent by the 
BASE, reads the water level and respond to BASE. 
 

 
Figure 8. SENSOR and BASE libraries provided by Radiuino Platform 

 
Originally, Radiuino was designed for one hop WSNs (Fig. 8). Because of the long distance, in this proposal, it 

was necessary to modify the BASE and the SENSOR libraries and create two new libraries due to their specific 
functions. Figure 9 illustrates a WSN with four types of nodes: Central Base (CB), End Device (ED), Router Node 
(RT) and Relay Node (RN). 

The CB has a modified version of the Radiuino BASE library, in order to receive all frames regardless of 
whether they are intended for it. In this way, if there is another network available in the same area, it is possible to 
detect it and change the network channel to avoid collisions [20]. For the End Device (ED), in the Radiuino 
SENSOR library was included a sleep schedule and a waiting for call functions. 

The RT library was created to coordinate the WSN communication. This node incorporated the polling request 
function from the dk101.py application, for doing the calls with only one hop distance to the EDs. After that, 
aggregates the EDs data and send them to CB. The polling requests migration to RT reduces network traffic, and, 
also contributes to the energy savings, because the polling requests do not need to go through several hops to reach 
the EDs nodes. In order to save RT energy, the hub polling method was chosen instead of roll-call polling, so only 
ED1 had to be called and after its response, ED2 response in sequence [11], and the polling responses from EDs 
were aggregated [13] in a single frame, which was sent to the CB. 

 Since there is a long distance between RT and CB a communication path had to be constructed using five relay 
nodes (RN). The RN function only was to receive and to retransmit frames. The relay node is only necessary when 
the distance between two nodes exceeds the range radius limit, this range for RFBee is 50 m for built-in 
environments or urban areas and 120 m for open-air environments [8]. RT and RN are a modified version of 
SENSOR library, so they can also be used for data collection. The RFBee libraries and the modified Phyton 
application can be downloaded from https://github.com/ihyano/rfbee. 
 

 
Figure 9. Network example with four types of nodes. 

 
With the CB exception, which is powered by a USB port attached to a microcomputer, all other nodes are 

powered by batteries and use a sleep schedule function to reduce energy consumption. This reflects the concern in 
developing a technique in which the cabling or solar panel power supply [14] is impractical, either from a technical 
or financial point of view. 

The [10] was the basis for the Arduino´s sleep schedule function, and the standard time intervals functionality of 
the watchdog timer (WDT) can be found at [15]. This recorder sets fixed times from 16 ms to 8 s. Therefore, any 
other sleep time is obtained from the combination of the ten predefined times, which are listed in the Watchdog 
Timer Prescale Select table on [15]. In this work, a sleep time of 1.5 s was achieved by the sum of 1.0 s (setting 
WDT bits 1 and 2 to on) and 0.5 s (setting WDT bits 0 and 2 to on). 

Figure 10 shows, highlighted in green, small activity times between sleep periods. As described in the previous 
paragraph, a total sleep period of 1.5 s was the sum of two sleep periods, as a result of twice execution of sleep 
sub-routine, i.e., an execution for 0.5 s followed by a further of 1.0 s of sleep periods. This is because after the end 
of the first sleep period of 0.5 s, the node returns to a brief period of activity before entering the second sleep 
period. This can be monitored with the aid of an oscilloscope (Fig. 10). These two executions of the sleep sub-
routine are necessary because, as mentioned previously, any sleep period must be a combination of the times 
standardized by the WDT register. 
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Figure 10. Activity cycles in RT node with short periods of activities during sleep time. 

 

V.  RESULTS 
The test to verify the communication between the Rectory, where the evaporimeter is located, and the CEATEC, 

where the data will be stored and processed, was carried out with the provisional placement of the sensors in the 
locations indicated and identified by letters in Fig. 11 and checking the frames arrivals at each point. The sensors are 
represented by circles with identification inside (node function and its logical address). The sensors are identified by 
a color code according to their function in the network (red for ED, green for RT, blue for RN, and black for CB). 

 

 
Figure 11. Network topology with nodes identified by a color code. 

 
Figure 12 shows the Received Signal Strength Indicator (RSSI) values measured in each WSN node. The RSSI 

values were smaller when distances were greater or when there were many obstacles, such as walls. This was the 
case of the transmission from point B to point A, because point A is inside a room in the mezzanine at the 
Hydraulics Laboratory of the Environmental Engineering at CEATEC PUC-Campinas. 
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Figure 12. RSSI measurement in each network node. 

 

VI.  CONCLUSION 

This paper presented the creation of new libraries for new nodes functions and some strategies chosen to save 
energy to extend the lifetime of a multi-hop WSN. A sleep schedule function was developed to reduce energy 
consumption in all nodes powered by batteries. Other techniques applied in this work were the use of hub polling 
and data aggregation to save RT energy. Thus, the RT will not die long before the others WSN nodes, and when it 
occurs all the WSN nodes can have their batteries exchanged in one go, since there will not be a large difference 
between their charges. This has the advantage of avoiding partial network interruptions, that interrupts data 
collection and make maintenance expensive and frequent. 

The WSN implementation in an open environment, in a scenario with six hops, was an important test to verify 
the robustness and flexibility of RFBees sensors. This implementation will bring several advantages to the 
Environmental Sustainability Group for the Cities (GSAC) of PUC-Campinas, among them: to collect data several 
times over the day and mainly to have access to the environment data, where the measurement of the evaporation 
tank level is the most important. 

In the continuity of this work, the technique performance will be evaluated for networks with a larger number of 
nodes and with different periods of RT activity. 
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